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Charge carrier mobility is at the center of organic electronic devices. The strong couplings

between electrons and nuclear motions lead to complexities in theoretical description of charge

transport, which pose a major challenge for the fundamental understanding and computational

design of transport organic materials. This tutorial review describes recent progresses in

developing computational tools to assess the carrier mobility in organic molecular semiconductors

at the first-principles level. Some rational molecular design strategies for high mobility organic

materials are outlined.

1. Introduction

Semiconducting materials are key building blocks in modern

micro-electronics. In the past decade, organic molecular

semiconductors have received growing interests for electronic

and opto-electronic applications, such as organic field-effect

transistors (OFETs), organic light-emitting diodes (OLEDs),

organic photovoltaic cells (OPVs) and various types of

sensors.1–4 These possess great advantages such as low cost,

easy fabrication, mechanical flexibility, light weight, and large-

area production. A crucial characteristic of a semiconductor is

the ability to control the electrical conductance. In this respect,

the most important quantity in characterizing the charge

transport ability is the carrier mobility (m), which is defined

as the ratio between the charge drift velocity (n) and the

driving electric field (F):

m = n/F (1)

Generally, the room-temperature mobility for inorganic

semiconductors such as single-crystal silicon can reach as

high as 102–103 cm2 V�1 s�1,5 and for single-walled carbon

nanotubes, the mobility can surpass 105 cm2 V�1 s�1.6

Traditionally, organic materials possessed mobilities of

around 10�5 cm2 V�1 s�1,7 too small for practical applications.

Creating functional organic materials with large mobilities is a

central challenge in the field of organic electronics. A variety

of new materials have been synthesized with mobilities

exceeding 0.1 cm2 V�1 s�1 in thin films2 and 10 cm2 V�1 s�1

in crystals.8,9 Although the charge transport mechanism has

been studied for several decades,10–15 the theoretical under-

standing is still limited, due to the complexities of organic

materials and the wide variety of structures.

Ultra-pure organic single crystals, in the absence of chemical

impurities and structural disorder, are prototypical systems in

a Key Laboratory of Organic Solids, Beijing National Laboratory for
Molecular Science (BNLMS), Institute of Chemistry, Chinese
Academy of Sciences, Beijing, 100190, People’s Republic of China

bDepartment of Chemistry, Tsinghua University, Beijing, 100084,
People’s Republic of China. E-mail: zgshuai@tsinghua.edu.cn

Linjun Wang

Linjun Wang was born in
Jiangsu, China, in 1982. He
graduated with a BS degree
from the University of Science
and Technology of China in
2004, and then studied in Prof.
Zhigang Shuai’s group at
the Institute of Chemistry,
Chinese Academy of Sciences
(CAS) and obtained his PhD
in 2009. His main research
interest includes theoretical
modeling of charge transport
in organic semiconductors and
electronic properties of self-
assembled monolayers on
metal surfaces.

Guangjun Nan

Guangjun Nan was born in
Henan, China, in 1981. He
received both his BS (2003)
and MS (2006) degrees
majoring in physics from Jilin
University, and received his
PhD from the Institute of
Chemistry, Chinese Academy
of Sciences (Prof. Zhigang
Shuai’s group) in 2009. His
doctoral thesis focused on
charge-transfer theory in
complex systems and charge
mobility in organic materials.
Now he is an assistant
professor in Harbin Institute
of Technology.

This journal is �c The Royal Society of Chemistry 2010 Chem. Soc. Rev., 2010, 39, 423–434 | 423

TUTORIAL REVIEW www.rsc.org/csr | Chemical Society Reviews

Pu
bl

is
he

d 
on

 1
4 

O
ct

ob
er

 2
00

9.
 D

ow
nl

oa
de

d 
by

 T
si

ng
hu

a 
U

ni
ve

rs
ity

 o
n 

06
/0

4/
20

14
 0

4:
02

:2
4.

 
View Article Online / Journal Homepage / Table of Contents for this issue

http://dx.doi.org/10.1039/b816406c
http://pubs.rsc.org/en/journals/journal/CS
http://pubs.rsc.org/en/journals/journal/CS?issueid=CS039002


which to understand the intrinsic charge transport properties.9

In such ideal systems, charge transport is limited only by

thermal nuclear vibrations, and most theoretical studies are

based on the tight-binding Hamiltonian11,14

H ¼
X
m

emma
þ
mam þ

X
man

Vmna
þ
man

þ
X
l

�holðbþl bl þ 1Þ

þ
X
ml

glmm�holðbl þ bþ�lÞaþmam

þ
X
man;l

flmn�holðbl þ bþ�lÞaþman

ð2Þ

Here, the operators a+m (am) and b+l (bl) represent, respectively,

creation (annihilation) of an electron at site m with on-site

energy emm or a phonon belonging to mode l with frequency ol.

Vmn is the electronic transfer integral coupling two adjacent

molecules m and n. glmm (flmn) is the dimensionless coupling

constant between phonon l and the electronic term emm (Vmn).

The main difficulty for an accurate description of the charge

transport mechanism in organic molecular semiconductors is

that the relative magnitude of several factors in the Hamiltonian,

i.e., Vmn, �hol, glmm�hol, flmn�hol and kBT, is not well under-

stood in real systems (kB is the Boltzmann constant and T is

the temperature).11

The temperature dependence of the mobility is widely

studied as a means to better understand the charge transport

mechanism in semiconducting materials.9,14 Recent experimental

evidence in naphthalene,16 pentacene,17 and ruberene18 single

crystals has shown that such intrinsic charge mobility generally

decreases with temperature, following a power-law dependence:

m(T) B T�a. Several models have been proposed to explain

this aspect of the transport behavior. The first such attempt

used the standard wide-band theory, which is used extensively
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in inorganic materials.19,20 In this model, the electron–phonon

coupling is regarded as a perturbation and the charge is

delocalized over the crystal. The carrier mobility decreases

with temperature because of the increased scattering probability

by phonons. The polaron model is also regarded as a candidate

and has been extensively discussed in the literature.10,21–24

Within this description, the electron is surrounded by phonon

clouds, forming a quasi-particle (polaron) due to strong

electron–phonon interaction. The power law dependence of

mobility with temperature can be well obtained within this

model as being due to the polaron bandwidth narrowing

effect.25 The hopping model, which assumes that the charge

carriers are completely localized and diffuse by hopping from

molecule to molecule, is often employed to describe disordered

systems.26 The hopping process is thermally activated since

higher temperature provides more energy for charge carriers

to overcome the energy barriers.14 However, when nuclear

tunneling effects, from the quantum nature of vibrations between

localized molecular states are included, the experimentally-

observed decrease in mobility with increasing temperature can

be well reproduced.27,28 Thus, the hopping mechanism can not

be excluded based solely on the decrease of the carrier mobility

with temperature, observed in polyacenes or rubrene.29

Unlike inorganic semiconductors, organic molecules are

held together by weak van der Waals interactions. Therefore,

several new characteristics are present in the charge transport

mechanism. The intermolecular transfer integrals are usually

small, on the order of a few tens of an meV.25 Cheng et al. used

a band model to investigate the transport properties for

polyacenes, but found that the mean free path of charge

carriers becomes shorter than the lattice constant at high

temperatures, indicating the adequacy of a localized picture.20

The weak intermolecular interactions in molecular systems

also lead to enhanced molecular and lattice distortions from

thermal motions. Since the intermolecular transfer integrals

are largely related to the relative positions of adjacent

molecules, the translational symmetry of the electronic

Hamiltonian can be strongly purturbed by the resulting strong

thermal fluctuations in transfer integrals.30 After considering

these fluctuations, the charge carriers are found to be

localized, even in pentacene, which is known to have a low

reorganization energy and large intermolecular electronic

coupling.31 Based on the above evidence, a localized charge

hopping picture is more appropriate to describe most organic

molecular materials, especially near room temperature. Due to

the fact that the room-temperature mobility is mostly important

for real applications, the hopping description of charge transport

based on the localized picture has gained increasing attention

in the literature as a means to explain the experimental data

and to generate molecular design strategies for semiconducting

materials.28,32–40

In this tutorial review, we describe how to calculate the

charge mobility in organic molecular semiconductors with

modern quantum chemistry tools. Section 2 describes quantum

chemical approaches to compute the molecular parameters

that govern the intermolecular charge transfer process, such as

reorganization energy and transfer integrals, followed by a

description of the use of random walk numerical mesoscopic

scale simulations to model charge diffusion based on these

computed microscopic parameters. Some applications of this

approach and molecular design strategies for obtaining high

mobility materials are outlined in Section 3. Molecular

materials cover a wide range of microscopic parameters.

Regarding the relative magnitude of intermolecular charge

transfer rate with respect to the reorganization energy, Section

4 discusses recent attempts to go beyond the semiclassical

Marcus theory by considering nuclear tunneling effects

and non-perturbative effects. A summary and outlook are

presented in the last section.

2. Computational methodologies

Within the hopping description, the charge transport can be

characterized by a diffusion process, in which the charge

carrier hops between adjacent molecules according to the

charge transfer rates that apply in the absence of an external

electric field. In the low field limit, the carrier mobility (eqn (1))

can be well described by the Einstein relation:

m = eD/kBT (3)

where e is the electron charge and D is the charge diffusion

coefficient. For a n-dimensional system, D is defined as the

ratio between the mean-square displacement and the diffusion

time:41

D ¼ 1
2n limt!1

hr2i
t ð4Þ

For a spatially isotropic system, the homogeneous diffusion

constant D can be approximately evaluated by:35

D ¼ 1
2n

P
a
r2akapa ð5Þ

where a runs over all nearest adjacent molecules and ra, ka and

pa are the corresponding center-to-center hopping distance,

charge transfer (CT) rate, and hopping probability (pa =

ka/
P

bkb), respectively. Eqn (5) is valid when the CT rates

k are close to each other. In addition, when considering only

one neighbor, the diffusion constant along a single molecular

dimer is simply defined as:38

D = 1
2kr

2 (6)

where k and r are the charge transfer rate and intermolecular

distance for the dimer. These simplified formulas are widely

used in the literature to give qualitative insights into the charge

transport properties.32,33,35–38

2.1 Charge diffusion through numerical random walk

simulation

The intermolecular charge transfer rate between different

dimers in organic materials can differ by orders of magnitudes.

Futher, in thin film phases, grain boundaries are present. Such

inhomogeneities indicate the inadequacy of either eqn (5) or

(6) to describe actual materials. A random walk approach can

instead be performed to simulate the diffusion process of the

charge carrier in the presence of such inhomogeneities.28,34,40

Within this approach, an arbitrary site (molecule) within the

bulk is initially chosen as the starting position for the charge.

The charge then has a probability of pa to hop to the ath

This journal is �c The Royal Society of Chemistry 2010 Chem. Soc. Rev., 2010, 39, 423–434 | 425
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neighbor. In practice, in order to determine the next site of the

charge in a statistical sense, a random number r uniformly

distributed between 0 and 1 is generated. If
Pa�1
b¼1

pboro
Pa
b¼1

pb,

the charge hops to the ath neighbor with a hopping time 1/ka
(Fig. 1), which assumes no correlation between the hopping

events along different paths. The simulation continues until

the diffusion distance exceeds the lattice constant by at least

2–3 orders of magnitude. This process is repeated thousands

of times and averaged to get a linear relationship between

mean-square displacement and simulation time. A typical

evolution of the mean-square displacement is shown in

Fig. 2. From the resulting diffusion coefficient (eqn (4)), the

mobility is finally evaluated by the Einstein formula (eqn (3)).

Since, an electric field has not been applied in the simulation,

the averaged displacement should be zero. For instance,

different simulations will, after 1 or 2 ns, find different spatial

locations for the final position of the charge. However,

thousands of simulations will lead to ending points that

uniformly surround the starting point (Fig. 3(a)). Thus, there

should be no electric current, as expected in the absence of a

field. Once an electric field is applied, the center of these ending

points shifts uniformly as the simulation time increases.

Taking a two-dimensional herringbone pentacene layer as an

example, we show in Fig. 3 the ending points of 5000 simulations

after 1 and 2 ns, as well as the calculated mobility without

and with an applied electric field. It is seen that in the weak

field limit, the two approaches give results that are in

agreement. The field effect was incorporated in the driving

force in the charge transfer process. The mobility increases

with the field strength for small fields. Once the driving force

for the closest dimer becomes greater than the reorganization

energy, the mobility starts to decrease with the field.

Due to the stochastic feature of the random walk simulation,

the statistical error should be evaluated for the calculated

mobility. Instead of running thousands of simulations again

and again, a simpler approach is proposed.28,34,40 If the number

of individual simulation runs is sufficiently large, say two

thousand, one can randomly select subsets of these runs and

then compare the mobility, mi, obtained from each these subsets,

where i indicates different subsets. The error of the calculated

mobility can be estimated as (max{mi} � {mi})/2. Normally,

2000 simulations can achieve an error within 5%which is already

too small to influence the numerical conclusions.28,34

2.2 Marcus charge transfer theory

The charge transfer rates between molecular dimers are needed

as inputs to the above random walk simulations. Since the

widely studied molecular semiconductors contain only one

kind of molecule, the charge transfer in an adjacent molecular

dimer, M1 and M2, is a self-exchange reaction process. The

initial and final states can be represented as (M1
+M2i and

(M1M2
+i, respectively, with M+ denoting the charge on

molecule M.

The widely used charge transfer rate from the classical

Marcus theory reads:42

k ¼ V2

�h

ffiffiffiffiffiffiffiffiffiffiffi
p

lkBT

r
exp �ðlþ DG0Þ2

4lkBT

 !
ð7Þ

Here V is the transfer integral between the initial and final

states, l is the reorganization energy which is defined as the

energy change associated with the geometry relaxation during

the charge transfer, and DG0 is the relevant change of total

Gibbs free energy. In the self-exchange reaction, DG0 equals

zero and eqn (7) then becomes

k ¼ V2

�h

ffiffiffiffiffiffiffiffiffiffiffi
p

lkBT

r
exp � l

4kBT

� �
ð8Þ

The charge transport is therefore modeled as a thermal

activation process over a barrier of l/4.

Fig. 1 (Top) Schematic representation of the charge hopping

pathways from molecule A to its neighbors (N of them) with the

probability p1, p2, . . ., and pN. (Bottom) A unit length is divided into N

parts according to each probability. A uniformly distributed random

number (r) decides which path is chosen for charge hopping e.g., to

molecule B if p1 o r o p1 + p2. Thereby, the larger p2 is, the more

probable it is for the charge to go to B.

Fig. 2 A typical evolution of the square displacement of ten individual

simulations and the mean-square displacement over two thousand

simulations. Reprinted with permission from ref. 39.

426 | Chem. Soc. Rev., 2010, 39, 423–434 This journal is �c The Royal Society of Chemistry 2010
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2.3 Reorganization energy and transfer integral

From eqn (8), it is clear that there are two key factors

influencing the charge transfer rate: the reorganization energy

and the transfer integral. A number of papers have described

how to calculate these parameters from first-principles.13,14,40

The reorganization energy has both internal and the

external contributions, with the internal contribution arising

from changes in the geometry of the molecular dimer when the

electron transfer takes place, and the external contribution

arising from changes in the surrounding media that accompany

the charge transfer. At this stage, the external part is often

neglected and only the internal contribution is taken into

account in organic crystals, in contrast to the case of charge

transfer in solution where the external part dominates.14,32–38

The internal part is a sum of two relaxation energy terms: (i)

the energy difference of the neutral molecule in the optimal

charged geometry and in the equilibrium neutral geometry,

l(i), and (ii) the energy difference of the charged molecule

in these two geometries, l(ii), as sketched in Fig. 4. The

reorganization energies for hole transport (l+) and electron

transport (l�) are calculated from positively and negatively

charged molecules, respectively.

Several methods have been proposed to evaluate the

transfer integral within a molecular dimer. The simplest way

is the frontier orbital energy level splitting method,43 in which

the transfer integral between identical molecular orbitals in the

two isolated molecules corresponds to half of their energy level

splitting when they form a dimer. More strictly, the splitting

should be taken at the transition state point during the charge

transfer reaction.44 In fact, the simple energy level splitting

method should be used with caution because the splitting is

equal to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðe1 � e2Þ2 þ 4V2

q
, where e1 (e2) is the on-site energy

of molecule 1 (2) and V is the true transfer integral.45 If two

identical molecules are not in equivalent positions in the

crystal, they possess different site-energies due to the different

environments. For instance, in a typical herringbone structure,

the frontier orbital splitting of either the highest occupied

molecular orbital (HOMO) or the lowest unoccupied molecular

orbital (LUMO), can be found to be maximized for a tilt angle

of 901,43 while the transfer integral is almost zero after

considering the site-energy difference.45 Thus considering only

the energy level splittings could lead to a conceptually wrong

materials design strategy.

A more direct and simpler way to calculate the transfer

integral involves direct evaluation of the coupling element

between frontier orbitals using the unperturbed density matrix

of the dimer Fock operator.46 In this case, the transfer integral

within a molecular dimer, V12, reads:

V12 = hc17F7c2i (9)

where c1 and c2 are the frontier orbitals of the two isolated

molecules 1 and 2 in the dimer. F = SCeC�1 is the Fock

Fig. 3 Field effect on the charge diffusion obtained from 5000

simulations: (a) field-free diffusion; (b) charge diffusion at an electric

field along the x-axis (F= 105 V cm�1) after 1 ns (black dots) and 2 ns

(red dots); (c) field-dependent mobility.

Fig. 4 Schematic representation of the potential energy surfaces of

the neutral and charged molecules with respect to the reaction

coordinate. The sum of the two relaxation energies l(i) and l(ii) is the
internal reorganization energy.

This journal is �c The Royal Society of Chemistry 2010 Chem. Soc. Rev., 2010, 39, 423–434 | 427
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operator, where S is the overlap matrix, and C and e represents
the Kohn–Sham orbital coefficients and energies obtained

from one-step diagonalization without interaction, which can

be performed in the Gaussian 03 package.47 Since there is no

need to construct the dimer Hamiltonian or to obtain the

energy levels, this direct evaluation method has much less

computational cost than other methods.

As shown in Fig. 5, the above four methods are compared

for the pentacene dimers with different tilt angles from cofacial

to perpendicular. It is seen that for the cofacially packed

dimer, the four methods give almost identical values. However,

the energy level splitting method begins to deviate from the

other methods as the tilt angle is increased. The other three

methods remain nearly identical, especially when the tilt angle

is smaller than 601.40

3. Molecular design strategy for high mobility

materials

For a given material, the charge mobility can now be predicted

from computation, but only within the hopping description

and only provided detailed information is available about the

molecular packing. The reorganization energy and the transfer

integrals are first obtained based on the single molecule and

the molecular dimers, respectively. Based on these factors, the

charge transfer rates between all adjacent molecules can be

evaluated, as well as the diffusion constant and ultimately the

charge mobility.

According to the Marcus rate formula (eqn (8)), small

internal reorganization energy and large intermolecular

transfer integrals are helpful to speed up the charge transfer

processes between neighboring molecules. The random-walk

simulation indicates that smoothly distributed charge transfer

channels in the network are favorable to the global charge

mobility. The application of these computational methods on

typical organic molecular semiconductors, as shown in Fig. 6,

can provide real guidance for designing materials with high

carrier mobility.

3.1 Toward reducing the internal reorganization energy

The internal reorganization energy originates from molecular

deformations upon charging. Since these are related to intra-

molecular degrees of freedom, rigid molecules should have

smaller values than flexible molecules. Density functional

theory was applied to calculate the molecular reorganization

energies for compounds 1–11, which are depicted in Table 1.

As a first example for molecular design, we take a look at

triphenylamine, which is a classical hole transport material. To

further improve the transport property, one can construct

dimeric or higher configurations, for instance, in the form of

a macrocycle (1, Fig. 6) or in a linear chain (2, Fig. 6).32

Intuitively, chains should be more conductive. Quantum

chemistry calculations found that l+ of compound 1 (173 meV)

is much smaller than l+ of compound 2 (317 meV).33 The

difference arises from the difference in geometry relaxation on

going from neutral to cation equilibrium forms.33 It is found

that the rotation of the phenyl groups is restricted in 1 while

large relaxation of the biphenyl core is observed in 2. Since the

transfer integrals are found to be very close for 1 and 2, the

room-temperature hole mobility for 2 based on eqn (5) is

calculated to be 1.9 � 10�3 cm2 V�1 s�1, which is one order of

magnitude smaller than that of 1, 2.7 � 10�2 cm2 V�1 s�1,

Fig. 5 Evolution of the hole transfer integral for pentacene dimer as a

function of the tilt angle y. The distance between the two molecules is

R = (3.5 + 1.5 sin y) Å. The results of all four methods, i.e., ELS

(energy level splitting),43 MES (minimized energy splitting along

reaction path),44 SEC (site-energy correction),45 and DE (direct

evaluation),46 are compared. Reprinted with permission from ref. 40.

Fig. 6 Chemical structures of the compounds discussed here.
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mainly due to the difference in reorganization energy.33 These

values compare well with the best experimental results of

1.5 � 10�2 and 2 � 10�4 cm2 V�1 s�1 for 1 and 2, respectively.32

One of the advantages of organic materials is their ability to

form series of oligomers with similar chemical structures but

different chain lengths, such as the oligothiophenes (nT) (3–9,

Fig. 6). It is found that l+ monotonously decreases with the

number of thiophene rings from about 360 meV for 2T to

210 meV for 8T (Table 1).14,34 This trend is also observed in

other systems, e.g., oligoacenes,35 oligothienoacenes,36 and

various families of oligoheterocycles.37 Hutchison and co-authors

argued that the positive charge becomes more delocalized in

longer conjugated oligomers, therefore the internal reorganization

energy gets smaller due to less geometric distortion accompanying

the charge transfer.37

Substituent effects are of primary interest in molecular

design. Although several functional groups (–F, –OR, –CF3,

and –NH2) tend to increase the internal reorganization energy

compared with their parent compounds, cyanation has a

significant opposite trend.37 Recently, Chao and co-authors

found that cyanation can strongly reduce both l+ and l� for

pentacene (10, Fig. 6),38 one of the most promising hole

transport materials.48 One cyanated pentacene derivative,

compound 11 (Fig. 6), has a l+ of 75 meV and l� of

87 meV, compared with the 94 meV and 133 meV for

pentacene (Table 1). The nonbonding character of the cyano

groups are found to further extend the electron delocalization,

and thus lead to a smaller reorganization energy.37,38

3.2 Toward increasing the intermolecular transfer integrals

Unlike the reorganization energy, the transfer integrals are

strongly related to the intermolecular interaction, which

requires going beyond single molecular properties. Brédas et al.

have systematically studied the evolution of the transfer

integral with respect to the intermolecular displacement and

orientation for a variety of organic compounds.13,49–52 The

results indicate that large variations in the transfer integrals

can arise from small distortions in the intermolecular geometry.

This poses significant challenges for computations of transfer

integrals in systems for which the exact molecular packing is

not yet known. However, it also brings promising opportunities

to molecular design since either functionalizing the molecular

Table 1 Internal reorganization energies of compounds 1–11 for hole
and electron by adiabatic potential (AP) surfaces of the neutral
and cation species and by normal mode (NM) analysis in meV.
Calculations are performed in Gaussian 03 package at the B3LYP/
6-31G* level for compounds 1–9, and at the B3LYP/6-31+G* level
for 10 and 11

47

Compound l+ (AP) l+ (NM) l� (AP)

1
a 173 — —

2
a 317 — —

3b 361 364 —
4b 316 323 —
5b 286 288 —
6b 265 274 —
7
b 244 255 —

8
b 224 238 —

9
b 203 212 —

10c 94 — 133
11c 75 — 87

a Ref. 33. b Ref. 34. c Ref. 38.

Fig. 7 (a) Crystal structures of 4T/HT, 4T/LT, 6T/HT and 6T/LT. (b) Intermolecular displacements taken from the crystal packing along the

long axis of thiophenes for the dominant pathway and HOMOs of 4T and 6T. Reprinted with permission from ref. 34.
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structure or changing the environmental condition may

modify the intermolecular positions in a manner that increases

the intermolecular electron coupling.

Extensive studies have been made on the functionalization

of acenes, especially tetracene (12, Fig. 6) and pentacene (10,

Fig. 6).53,54 The most successful example is undoubtedly

rubrene (13, Fig. 6), which is a tetraphenyl derivative of

tetracene. The phenyl substitution improves the molecular

packing in rubrene, and the largest intermolecular transfer

integral increases from 71 meV for tetracene to 102 meV

for rubrene due to an advantageous intermolecular lateral

displacement.28 Although the reorganization energy of rubrene is

larger than tetracene (150 meV vs. 105 meV), the calculated

hole mobility for rubrene (2.39 cm2 V�1 s�1) is much larger

than that of tetracene (0.67 cm2 V�1 s�1), a trend that agrees

well with experiment.8 Similar situations can also be found in

pentacene derivatives. With the available crystal structures,

transfer integrals up to 170 meV has been found and mobilities

as high as 35 cm2 V�1 s�1 have been predicted based on

enhanced intermolecular transfer integrals.38

Molecular materials may have several polymorphs in the

crystal form. For instance, 4T (5, Fig. 6) and 6T (7. Fig. 6) form

typically two polymorphs, namely the high-temperature (HT)

phase and the low-temperature (LT) phase, depending on the

sublimation temperatures.55–58 A distinct difference lies in the

number of molecules in the unit cell: the HT phase has two,

while the LT phase has four (Fig. 7(a)). The slight difference in

the crystal packing results in very different transfer integrals,

e.g., the largest term is 40 meV for 4T/HT and 36 meV for

6T/HT, which are about twice the magnitude of the largest term

for 4T/LT and for the HT, 18 meV.34 Focusing on the inter-

molecular displacements of these dominant dimers, it is found

that there exists a displacement of about half a thiophene ring

width for the LT phase, while for the HT phase, the displaced

length is about one thiophene ring (Fig. 7(b)). Since the sign of

the HOMO orbitals has a period of half a thiophene ring, the

different displacements in HT and LT phases result in signifi-

cantly different intermolecular coupling strengths. As a result,

the calculated hole mobility of the HT phase is about four times

as large as the LT phase.34 Along this line, Deng and Goddard

III earlier proposed another packing structure of a pentacene

polymorph (10, Fig. 6) with much larger intermolecular transfer

integrals.35 The predicted hole mobility was found to be 2.8

times larger than the value of the normal crystal.

3.3 Toward a better charge transport network

The efficiency of charge transport should be strongly related to

the crystal packing, which may provide entirely different trans-

port networks. Compounds 14 and 15 (Fig. 6) based on

annelated b-trithiophenes, have distinctly different crystal

packings: 14 has the sandwich-herringbone arrangement, while

15 stacks in the normal herringbone structure (Fig. 8). As for

the intra-layer transfer integrals for hole transport, the values

are rather uniform for 15, ranging from 11.3 to 35.4 meV.39 In

contrast, the transfer integral of the isolated cofacial dimer in 14

(62.2 meV) is much larger than all the others (less than

7.4 meV). As a result, when tracking the trajectories from the

numerical simulation for 14, one finds that the hole spends a

considerable proportion of time oscillating between the cofacial

dimers and such oscillations do not contribute to the overall

mobility. As a result, the charge is localized in the dimer, and it

is difficult to move outside of the dimer and into the network.

For 15, due to the symmetric crystal structure, the probabilities

for the charge transfer are similar in different directions, resulting

in a smooth charge diffusion. The calculated hole mobility for

15 (0.072 cm2 V�1 s�1) is about 48 times as large as that for 14

(0.0015 cm2 V�1 s�1), agreeing well with experiment.39 Note

that such a trend is strongly related to the charge diffusion

pathway structure. Therefore it can not be reproduced by

eqn (5) or (6) due to its uniform diffusion assumption.

Experimental studies show that tetrathiafulvalene derivatives

can also form different crystal structures, e.g., the sandwich-

herringbone, face-to-face and herringbone configurations.59

We note that there is a clear correlation between the measured

mobility and the crystal packing.59 Considering their similarity

to trithiophene derivatives, such experimental observation is

certainly related to the different charge transport networks.

4. Nuclear tunneling and non-perturbative effects

in charge transfer

In the above studies, the classical Marcus theory is widely used

to describe the charge transfer rates for room-temperature

Fig. 8 Crystal packing of compounds (a) 14 and (b) 15. The arrows

indicate all the nearest intralayer neighbors of the molecule which is

highlighted in red. The values are the corresponding transfer integrals

in meV, which are calculated at the DFT-B3LYP/6-31G* level with

the Gaussian 03 package.47
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charge transport properties. At lower temperature, or when

higher frequency modes are coupled with the charge transfer

process, nuclear tunneling effects should be considered. In

addition, the Marcus charge transfer theory assumes weak

coupling. The transfer integrals in organic crystals usually

vary by several orders of magnitude,25,34,39 which could

go beyond the applicable range of first-order perturbation

approaches. It is highly desirable to develop methods which

can be applied from weak to strong coupling regimes.

4.1 Multimode quantum charge transfer rate

The quantum multimode expression for the charge transfer

rate, under the displaced harmonic oscillator approximation,

can be derived from the Fermi Golden Rule (FGR) as:60

k ¼ jVj
2

�h2

Z 1
�1

dt

� exp iofit�
X
j

Sj½ð2nj þ 1Þ � nje
�iojt � ðnj þ 1Þeiojt�

( )

ð10Þ

Here, ofi = DG0/�h goes to zero, nj = 1/(exp(�hoj/kBT) � 1) is

the occupation number of the jth phonon mode with frequency

oj, and Sj is the Huang–Rhys factor measuring the coupling

strength between the charge carrier and the jth mode. Note

that eqn (10) is a rather general expression. In the strong

coupling (
P

jSj c 1) and high temperature (�hoj/kBT { 1)

limits, where the short-time approximation can be applied,

eqn (10) goes to the Marcus formula (eqn (7)), and the

reorganization energy is related to the Huang–Rhys factors

by l =
P

jSj�hoj.
28 Alternatively, when the high-frequency

intramolecular modes are represented by a single effective

mode and treated quantum-mechanically, while all the low-

frequency intermolecular modes are treated classically,

eqn (10) goes to the Bixon–Jortner formula for the charge

transfer rate.61

The Huang–Rhys factor related to the ith vibration mode is

calculated from a normal-mode analysis: Si = kiDQi
2/(2�hoi),

where DQi represents the projection of the rigid displacement

between the neutral and charged equilibrium geometries onto

the ith normal mode (Fig. 4), ki is the corresponding force

constant and oi is the circular frequency. This normal mode

process also provides another way to calculate the total

reorganization energy, from the Huang–Rhys factors:

l =
P

i�hoiSi. We note that the result obtained from the

normal-mode analysis and that obtained directly from the

adiabatic potential-energy surfaces of neutral/charged molecules

are very close in several cases (Table 1),13,34 implying that the

harmonic oscillator approximation is quite satisfactory. The

normal mode analysis provides an insightful way to see

how the total reorganization energy is distributed into the

vibrational modes: li = �hoiSi, which is important for under-

standing the coupling strength between charge and different

phonons for a quantum theory treatment.

The nuclear tunneling effect on the charge transfer rate is

investigated for the polyacenes and rubrene. In the case of

tetracene (12, Fig. 6), taking the dimer with the largest transfer

integral as an example, the hole transfer rate as a function of

temperature is depicted in Fig. 9(a).28 The Marcus rate

increases exponentially from zero at low temperature to reach

a maximum, which is related to the reorganization energy, and

then levels off and decreases at higher temperatures, showing a

thermally activated behavior as mentioned in section 2. When

nuclear tunneling effects are included, the FGR rate remains

constant at low temperature and then decreases because of

nuclear scattering. At high temperature, the FGR rate tends

towards coincidence with the Marcus curve. For rubrene

(13, Fig. 6), the behavior of the Marcus rate is the same as

that of tetracene, while the FGR result is quite different: the

rate has a very short plateau at sufficiently low temperature,

and then rises before it starts to level off and decrease (see

Fig. 9(b)). Detailed analysis of the Huang–Rhys factors for all

normal modes shows that there is a large contribution to

rubrene from the low-frequency region (about 20 cm�1), due

to the twisting motions of the four phenyl groups, which

notably differs from tetracene.28 These extremely low frequency

modes can be well approximated classically even at very low

temperatures, behaving as Marcus-like thermal activation, and

are responsible for the enhanced charge transfer rate.

The random walk simulation results for the hole mobilities

of tetracene and rubrene as a function of temperature are

shown in Fig. 10. The transport by Marcus rate is of thermal

activation type, while the FGR gives an overall ‘‘bandlike’’

behavior (decreasing with temperature), except that there are

some fine features at low temperature for rubrene. The mobility

decreases rapidly from 1 to 10 K, increases slowly with

Fig. 9 Hole transfer rates from Marcus theory and FGR as a

function of temperature for the dimer with the largest transfer integral

in (a) tetracene and (b) rubrene. Reprinted with permission from

ref. 28.
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temperature up to 30 K, and then decreases again at higher

temperatures, coinciding with the behavior of the hole transfer

rate at this temperature region. Note that such a temperature

dependence of mobility is often regarded as the band-hopping

transition which was first observed in naphthalene single

crystals,62 and has been successfully explained within small

polaron theories.22–24 After inclusion of the nuclear tunneling

effect, the hopping description is also able to reproduce this

kind of transition as well as the pure bandlike behavior, as

seen in Fig. 10.

4.2 Generalized nonadiabatic transition state theory:

non-perturbative effects

Both Marcus theory and FGR are based on a first order

perturbative treatment of the intermolecular electronic

coupling. The generalized nonadiabatic transition state theory

(GNTST) has been shown to be applicable from the weak to

strong coupling regimes.40 Within the limit of weak coupling,

GNTST goes to FGR; and FGR goes to the Marcus theory at

high temperatures.40 It was derived from the rigorous flux-side

correlation function63 coupled with the Zhu–Nakamura

nonadiabatic transition probability.64 The GNTST charge

transfer rate reads:65

k ¼ Zmod

ffiffiffiffiffiffiffi
kBT
2p

q
R1R2 ð11Þ

Here Zmod represents the quantum mechanical correction of

the partition function, R1 corresponds to the ratio of the free

energy on the seam surface and reactant partition function,

and R2 is the average nonadiabatic transition probability at

the seam surface. The definitions of these parameters are

explicitly given in ref. 65, and can be calculated with a

simplified adaptive umbrella sampling approach combined

with the histogram technique.66

The above theory has been applied to quaterthiophene

(5, Fig. 6) and sexithiophene (7, Fig. 6), in close comparison

with the Marcus and FGR methods.40 For quaterthiophene,

the temperature dependence of the hole transfer rate is shown

in Fig. 11 with different transfer integrals: 4 and 40 meV. As

expected, all three methods tend to converge at high temperature

when the transfer integral is as small as 4 meV. Also, the

GNTST result is closer to FGR at low temperatures, at which

Marcus theory fails due to the enhanced nuclear tunneling

effect. More importantly, the FGR result is found to deviate

from GNTST when the transfer integral increases to 40 meV.

5. Summary and perspectives

This tutorial review outlines a first-principles computational

scheme based on the hopping description of charge mobilities.

This approach can well describe the room-temperature

mobilities in organic molecular semiconductors, and attain

both qualitative and quantitative agreement with experiments.

Several molecular design strategies for high mobility materials

have been outlined from the points of view of molecular

reorganization energy, intermolecular electronic coupling

and the charge transport network. Computations indicate that

rigid structures with extended conjugation, as well as substitutions

such as cyanation, favor small reorganization energy. Modifying

the molecular structure or changing the environmental conditions

to favor different crystal phases can change the intermolecular

bonding (anti-bonding) interactions and result in larger inter-

molecular transfer integrals. For an efficient charge transfer

network, uniformly distributed intermolecular charge transfer

is necessary. At a more fundamental level, we review the recent

efforts in implementing more elaborate charge transfer theories

that include nuclear tunneling and non-perturbative effects.

It should be noted that in organic molecular systems,

thermal fluctuations in the molecular orientations may be

strong, which could result in large fluctuations in inter-

molecular transfer integrals,30 a fact that has not received

much attention in the past. It has been argued that such

dynamic disorder is the origin of the ‘‘band-like’’ behavior

from a study for one-dimensional Su–Schrieffer–Heeger

model.31 The validity of such an argument for realistic higher

dimensional systems deserves further investigation. Our

preliminary work on a pentacene two-dimensional array

shows that, although dynamic disorder does strongly hinder

Fig. 10 Hole mobilities as a function of temperature in rubrene and

tetracene using Marcus and FGR charge transfer rates. The inset

shows the mobility from Marcus theory at low temperatures.

Reprinted with permission from ref. 28.

Fig. 11 Arrhenius plots of the charge transfer rates in quater-

thiophene for two dimers with transfer integrals of (a) 4 meV and

(b) 40 meV. The results of GNTST (open squares), FGR (solid

line) and Marcus (dashed line) theories are shown. Reprinted with

permission from ref. 40.

432 | Chem. Soc. Rev., 2010, 39, 423–434 This journal is �c The Royal Society of Chemistry 2010

Pu
bl

is
he

d 
on

 1
4 

O
ct

ob
er

 2
00

9.
 D

ow
nl

oa
de

d 
by

 T
si

ng
hu

a 
U

ni
ve

rs
ity

 o
n 

06
/0

4/
20

14
 0

4:
02

:2
4.

 
View Article Online

http://dx.doi.org/10.1039/b816406c


the charge transport in one-dimensional molecular stacking

chains, it has no significant influence for the two-dimensional

case, within the charge hopping model containing nuclear

tunneling effects.67

The molecular crystal structure is indispensable to compu-

tational predictions of the intrinsic charge mobility. This

structure is taken from experimental measurement, making

computations impractical for new molecules where there is no

knowledge of the crystal packing structure. Therefore, it is

highly desirable to develop computational methods to predict

the crystal structure starting from the molecular structure.

Since the intermolecular interaction is of weak character,

predicting molecular crystal structure is one of the great

challenges for computational chemistry. We notice that

significant progress has been made in this direction recently.68

We also note that the present hopping description relies

on the rate assumption, i.e., the charge population decays

exponentially. When the rate process does not exist for the

charge transfer within a single molecular dimer (e.g., due to

very large transfer integrals) or when the time scale of the

thermal fluctuations of onsite energies and transfer integrals

are less than the transfer time within the dimer, the non-

equilibrium nature of the reaction process should be included.

Along this line, the time-dependent quantum methods for

charge transfer can be considered, e.g., the linearized semi-

classical initial value representation (LSC-IVR),69 multi-

configuration time-dependent Hartree (MCTDH) method,70

path integral method,71 and equation of motion for the

reduced density matrix based on the Redfield theory.72 Applying

these methods to describe charge transfer phenomena in

organic semiconductors deserves further explorations.

Going beyond the localized charge transport description is

still of great theoretical interest. A first-principles projected

Holstein–Peierls model has been found to qualitatively

describe the contributions of intermolecular vs. intramolecular

optical phonon vibrational modes,22 as well as pressure and

temperature effects.23,24 However, the charge mobility is

calculated to be one to two orders of magnitude larger than

that of the single-crystal experimental measurements. Here,

the acoustic phonon scattering has been ignored due to

computational limitations: for acoustic phonons, one needs

to deal with a supercell consisting of many unit cell, and for

organic crystals, the large size of the unit cell already makes

computations difficult. Thus, combining both optical and

acoustic phonon scattering mechanisms remains a great

challenge to development of a better description within a

delocalized electron picture. A constant time approximation,

based on a tight-binding band model with inclusion of electron–

phonon scattering, indicates contradictory results when

compared with experiment. Namely, assuming a delocalized

band model results in a mean free path as short as the

intermolecular distance.20 Recent advancements in quantum

dynamics simulations, which solve the time-dependent

Schrödinger equation, can capture the essence of charge

transport in electron–phonon interacting systems and so are

promising for obtaining quantitative descriptions of both the

temperature dependence and the absolute magnitude of

the charge mobility for organic materials.15 However, due to

the expensive computational cost, current studies are limited

to one-dimensional molecular arrays with very few phonon

modes.31,73 Thus, we recommend that these models should be

further developed and studied, in comparison with the

hopping description, to meet the demands of molecular design

in organic electronics.
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