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bstract

Inelastic X-ray scattering (IXS) spectrum provides a powerful tool to investigate the electronic structure of organic materials, in complimentary
o the conventional optical spectra. Starting from a single molecule, then a dimer, and finally a cluster of molecular aggregate, we developed a
renkel exciton model to describe the IXS process based on the quantum chemical calculations for the molecular excitations in the organic crystal
f open-ring photomerocyanine form of spirooxazine (Py-SO). It is shown that the quantum chemical calculation combined with Frenkel exciton

odel can well describe the experimental measurements in terms of (i) the overall features of the IXS spectra from 2 to 10 eV, (ii) the dispersion

ehavior of the lowest exciton band, and (iii) the momentum-transfer dependence of the peak intensity. The roles of molecular excited state and
he intermolecular interactions have been discussed for the IXS spectra.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Semiconductors based on organic materials are of great inter-
st due to a wide range of potential application in devices, such as
rganic light-emitting diodes [1,2], field effect transistors [2,3],
rganic solar cells [4], or optical converters [5]. Great effort has
een invested on designing new functional materials with spe-
ial optical properties. Understanding the electronic properties
s very important for designing new functional materials, since
hey are directly related to processes such as light absorption
nd emission, charge transport, photoconductivity, or exciton

ormation and transfer. In addition, intermolecular interaction
lays an important role in determining the properties of organic
aterials [6].

∗ Corresponding author.
E-mail addresses: zgshuai@iccas.ac.cn (Z. Shuai),
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The conventional optical spectra can probe the excitation
rocesses, but with nearly zero momentum transfer. More infor-
ation about the electronic states of the materials in momentum

pace can be obtained if both energy and momentum can be
ransferred in the excitation process. This can be achieved, for
nstance, by electron-energy-loss spectrum (EELS) or inelastic
-ray scattering (IXS). EELS has been applied to investigate �-

onjugated molecules [7], where the excitons are delocalized,
nd the information of low q is sufficient for the understand-
ng of the structure of excitons. However, for complex organic

olecules, the excitons are localized and the information of high
is required. EELS cannot work well at high q due to low inten-

ity (∼q−4) and multiple scattering effects. There are no such
roblems for IXS, and it can generate reliable information at
igh q. Therefore, IXS is particularly advantageous for studying

xcitons in complex organic molecules. IXS has been proven
o be a powerful tool in studying inorganic system [8]. It helps
o understand, for example, the metal–insulator transition [9],
lasmon excitations [10], and the band gap [11]. Recently, Yang
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potential [16] is used to describe the Coulomb repulsion
terms. We note that the excited state calculation is still a big
challenge both for chemistry and physics. The state-of-the-
art time-dependent density functional theory (TDDFT) is the
ig. 1. Crystal structure of Py-SO with the lattice parameters a = 8.356 Å,
= 9.510 Å, c = 12.096 Å, α= 89.93◦, β = 75.58◦, γ = 81.92◦ at room temper-
ture.

t al. [12] have first applied the IXS technique to study a com-
lex organic molecular crystal of open-ring photomerocyanine
orm of spirooxazine (Py-SO), which exhibits alkali-induced-
hromism and thermochromism in alkali medium [13]. Fig. 1
hows a unit cell of Py-SO crystal. The experimental IXS spec-

ra of momentum-transfer q along the a axis after removing
he quasi-elastic Rayleigh background are depicted in Fig. 2(a
nd b). We can see three main features I–III at 2.2 eV, 4.6 eV
nd 6.6 eV, respectively. For feature I, an energy dispersion of

ig. 2. (a and b) The experimental IXS spectra of Py-SO with momentum-
ransfer q along the a axis with elastic line removed. Main features are shown
y dashed lines.
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30 meV is observed when q goes from 0.28 Å−1 to 0.70 Å−1.
hile feature II turns out to be invisible at large q, a small fea-

ure II′ at 5.0 eV appears. A broad feature beyond 8 eV can also
e observed.

The experimental results and some of the theoretical results
ave been published in a recent letter [12]. The primary interest
f this work is to give a more detailed description for the theoret-
cal approach for the quantum chemical simulations of the IXS
pectra, in close comparison with the experiment, to reveal the
atures of both the molecular excitation and exciton structures
n the organic materials. We first carry out a quantum chemical
alculation for a single Py-SO molecule. Then we take a dimer
ith the shortest separation in the Py-SO crystal to fully con-

ider the effect of intermolecular interaction. Finally, we cut a
iece of a cluster from the Py-SO crystal, which is investigated
n a simple Frenkel exciton model.

. Theoretical methodology and results

.1. Monomer

The chemical structure of a single Py-SO molecule with
ain atoms labeled is shown in Fig. 3(a). The geometry of the
olecule is optimized by semiempirical AM1 (Austin Model 1)
ethod as implemented in the AMPAC package [14], which pro-

ides good results for the geometries of organic molecules. The
xcitation energies and the momentum dependence transition-
atrix elements is calculated based upon the semiempirical

ntermediate neglect of differential overlap method as param-
terized by Zerner et al. (ZINDO) [15]. The Mataga–Nishimoto
ig. 3. (a) The chemical structure of a single Py-SO molecule. (b) A dimer with
he shortest separation in Py-SO crystal.
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tron on site xe and the hole on site xh, and the darkness is related
to the value of |Ψ e(xe, xh)|2 at point (xe, xh). The darker the
point is, the bigger the probability of finding the electron and
the hole at this point is. The excited states �1–�4 are shown
72 L.P. Chen et al. / Syntheti

ost commonly employed approach to describe the low-lying
xcited states. However, the numerical calculations performed
y Hutchison, Ratner and Marks indicated that the standard devi-
tion of TDDFT is even larger than that of ZINDO for a set
f 60 organic molecules in terms of the lowest-lying excited
tate when comparing with the experiments [17]. TDDFT also
ails to describe the even-parity excited state (2Ag state) and
he charge-transfer excitation [18]. Thus, we opt to the ZINDO
amiltonian.
The simplest electron–electron correlation effects can be

ncluded via a single configuration interaction (SCI) approxi-
ation through the electron–hole attraction, where the singlet

xciton wave function is expressed as

e = 1√
2

∑
ia

Zeia(a
+
↑ i↑ + a+

↓ i↓)|0〉 (1)

here |0〉 is the Hartree–Fock self-consistent Slater determinant
or the molecular ground state; i (a+) represents annihilating
creating) an electron in the occupied (unoccupied) molecular
rbital, and Zeia is the linear combination coefficient for the
th excited state. The plus sign in Eq. (1) represents singlet
S = 0). Thus the spatial representation of the electron–hole wave
unction can be written as

e(xe, xh) =
∑
ia

Zeiaφi(xh)φa(xe) (2)

here xe (xh) is the electron (hole) coordinate andφ is the molec-
lar orbital wave function. The electron–hole wave function in
q. (2) has been successfully applied to analyze the charge
eparation for molecular excitations [19,20] in light-emitting
olymer.

The dynamic structure factor characterizing the IXS process
s given by [21]:

(q, ω) = 2π
∑
f

∣∣∣∣∣〈f |
N∑
n=1

e−i�q·�rn |i〉
∣∣∣∣∣
2

δ(Ef − Ei − h̄ω) (3)

here i (f) refers to the initial (final) state, and Ei (Ef) is the
nergy of the corresponding state. q and h̄ω are the momentum
ransfer and the energy loss, respectively. The summation of
ndex n runs over all the electrons. Note that the structure factor
perator is a one-body quantity. Under the SCI approximation,
amely, the initial state being Hartree–Fock Slater determinant
0〉 and the final state |e〉 being described by Eq. (1), the expec-
ation value in Eq. (3) can be obtained as

e|
∑
n

e−i�q·�rn |0〉 =
√

2
∑
ia

Zeia

∫
d�rφ∗

a(�r) e−i�q·�rφi(�r) (4)

he molecular orbital is expressed as a linear combination of
tomic orbitals. So the evaluation of Eq. (4) invloves basically
he integral of the following type:
ϕμ(�r − �Rμ)|e−i�q·�r|ϕν(�r − �Rν)〉 (5)

here ϕμ and ϕν are atomic orbitals centered at nucleus �Rμ
nd �Rν, respectively. By applying the zero differential overlap

F
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ZDO) approximation, Eq. (5) is reduced to

−i�q· �Rμ
∫
ϕμ(�r′)e−i�q�r′ϕν(�r′) d�r′ ≈ e−i�q· �Rμδμν (6)

hen Eq. (4) can be recast into:

e|
∑
n

e−i�q·�rn |0〉 =
√

2
∑
ia

Zeia

∑
μ

Ca∗μ C
i
μe

−i�q· �Rμ (7)

here Ci(a)
μ is the linear combination coefficient of the μth

tomic orbital for the ith (ath) molecular orbital. Finally, the
alculated IXS spectra are obtained by a Gaussian broadening
f the δ function with a broadening factor of 170 meV, which is
he energy resolution in the IXS experiment.

The calculated IXS spectra for the monomer are shown
n Fig. 4, which well reproduce the momentum dependence
f the experimentally measured dynamic structure factor. For
nstances, there are several features, labeled as A, B, B′, C and
. The calculated features A–C at about 2.64 eV, 4.6 eV and
.0 eV have one to one correspondence with the experimental
eatures I–III (see Fig. 2). Similarly, a small feature B′ around
.0 eV also appears at high q while feature B disappears. How-
ver, the experimentally observed energy dispersion is absent in
his single molecule calculation. The energy levels of excited
tates are signed by straight lines in Fig. 4. It is shown that
eature A is related to the lowest excited state, and other fea-
ures are composed of multiple excited states. The calculated
lectron–hole wave functions for the four lowest excited states
1–�4 are depicted in Fig. 5(a). Each data point (xe, xh) in the
gure represents the probability |Ψ e(xe, xh)|2 of finding the elec-
ig. 4. The calculated IXS spectra for a single Py-SO molecule based on
INDO/SCI.
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o localize in a small fraction of the molecule. For example, the
owest excited state�1 is mainly distributed among atoms 8–14
n the molecule.

The calculated optical absorption spectrum of the monomer
s depicted in Fig. 6. The experimental absorption spectrum mea-
ured in DMF (dimethylformamide) [13] is shown in the inset
or comparison. The calculated absorption spectrum is obtained
ith a broadening factor of 100 meV considering the temper-

ture effect (room temperature) in the experiment. There are
hree main features at 2.64 eV, 4.6 eV and 5.0 eV in the cal-
ulated absorption spectrum, which can be closely compared
ith those in the calculated IXS spectra (Fig. 4). The feature at
.64 eV is blue-shifted about 0.4 eV compared with the experi-
ental absorption peak at 2.25 eV (553 nm) [13]. This could be

ttributed to the solvent effect neglected in our calculation.

.2. Dimer

In order to reveal the nature of the dispersion with respect
o increasing q, we first take two optimized molecules with the
hortest separation in the Py-SO crystal. Fig. 3(b) shows the
tructure of the dimer with intermolecular separation of 3.67 Å.

ollowing the atom labeling in the monomer in Fig. 3(a), the
tom labeling in the dimer runs over molecule I then molecule
I. The total Hamiltonian of the dimer is

= H1 +H2 +H12 (8)

t
e
i
a

ig. 5. (a) The electron–hole wave functions of the four lowest excited states in a sing
.567 eV and 4.088 eV. (b) The electron–hole wave functions of several lowest excited
.277 eV, 3.579 eV, 4.078 eV and 3.264 eV.
als 157 (2007) 670–677 673

here H1 and H2 are the Hamiltonians of molecule I and
olecule II, respectively, and H12 describes the intermolecu-

ar interaction. There are several different models to treat the
ntermolecular interaction, such as the point-dipole approxima-
ion, the Frenkel exciton model, or the supermolecular approach.
he point-dipole approximation works well only when the

ntermolecular distance is larger than the molecular size [22].
owever, it is not the case for the dimer considered. The inter-
olecular interaction is purely Coulombic in the Frenkel exciton
odel, which can be applied to very large systems. It works well
hen the electron-exchange interaction is negligible; whereas it

ails when charge transfer between molecules contributes signif-
cantly [23]. The supra-molecular approach considers both the
oulomb and the exchange interactions, as well as the charge-

ransfer effect. Nevertheless, the computation costs highly when
he system is large.

Here, the dimer model is treated by the supermolecular
pproach. The hopping integrals in INDO are parameterized
ccording to the inter-atomic orbital overlaps, which are eval-
ated by the Slater-type orbital (STO). And STOs possess an
rbital radial dependence of exp(−ζr), which decays in large
eparation much slower than the commonly used Gaussian-type
rbital exp(−αr2). This fact renders the suitability of INDO for

reating intermolecular interaction. Indeed, Brédas et al. have
xtensively employed the INDO Hamiltonian in studying the
ntermolecular interaction effects in the cases of charge transfer
nd energy transfer [24]. Due to the intermolecular interaction

le Py-SO molecule. The energies for the states �1–�4 are 2.635 eV, 3.292 eV,
states in the dimer. The energies for the statesΩ′

1 −Ω′
4 andΩ′

CT are 2.588 eV,
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Fig. 5. (

n the dimer, every excited state in the monomer splits into
pair of states. In addition, there are pairs of intermolecular

harge transfer (CT) type excited states. Each pair of the states
re denoted as �′ and �′′, where �′ corresponds to the state
ith stronger oscillator strength. The oscillator strength of var-

ous excited states of the dimer is shown in Fig. 7. The lowest
xcited states �′

1–�′
4 and �′

CT are pointed out. The calculated

bsorption spectrum of the dimer is depicted in the inset. The
lectron–hole wave functions of the lowest excited states�′

1–�′
4

nd �′
CT for the dimer are shown in Fig. 5(b). For the excited

tates �′
1–�′

4, the electron–hole wave functions are similar to

F
c
c
s

inued ) .

hose of the corresponding states in the monomer as shown in
ig. 5(a). Each molecule retains its own electrons and electron
xchange between molecules is negligible for this type of exci-
ations. For the excited state �′

CT, electron exchange between
olecules is involved. The lowest CT state is located at 3.26 eV.
owever, its oscillator strength is nearly zero with negligible

ontribution to the spectrum, which can be seen clearly from

ig. 7. Therefore, a simple Frenkel exciton model, which is
ommon in molecular crystals and aggregated systems [25],
an be applied to an aggregate of Py-SO molecules for further
tudy.
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ig. 6. The calculated absorption spectrum for a single Py-SO molecule. The
xperimental result is shown in the inset.

.3. Aggregate

Since the energy dispersion in the IXS spectra is due to
ntermolecular interaction, we take an aggregate of optimized

olecules with the strongest overlap in the Py-SO crystal into
onsideration. The structure of the aggregate is shown in Fig. 8.
he adjacent inter-neighbor separation distances are 3.67 Å and
.28 Å, respectively. The Frenkel exciton Hamiltonian for the
ggregate is described as

=
∑
n,k

εn,ka
+
n,kan,k +

∑
n>m,k,k′

Jnk,mk′a
+
n,kam,k′ (9)

here n is the site of molecule, an,k (a+
n,k) is the annihilation

creation) operator for molecular excitation k at site n, and the
ntermolecular excitation interaction J is calculated as
nk,mk′ =
∑
μn,μm

ρg→k
μn

ρg→k′
μm

[μnμn|μmμm] (10)

ig. 7. The oscillator strength of various excited states of the dimer. The calcu-
ated absorption spectrum of the dimer is shown in the inset.
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ig. 8. The repeated unit of the aggregate with the strongest overlap in Py-
O crystal. There are two different separations of 3.67 Å and 4.28 Å between
eighboring molecules.

here ρ is the transition density distribution expressed in atomic
rbital basis μ for the nth molecule:

g−>k
μn

=
∫
ψn,g(x1, x2, . . . , xN )ψn,k(x1, x2, . . . , xN )

× dx1 dx2· · ·dxN−1 (11)

here ψ is the many-body wave function of molecule n from
ingle configuration interaction approach. [μnμn |μmμm] is the
ntermolecular diagonal electronic Coulomb interaction. In the
imit of large molecular separation, this interaction goes to the
ommonly used dipole–dipole interaction. We retain all the
olecular excitations (indexed as k) from single molecule calcu-

ations to construct the exciton Hamiltonian, and the lth exciton
ave function can be expressed as a linear combination of
olecules (indexed as n) in the aggregate:

l =
∑
n,k

Aln,k|n, k〉 (12)

ere, |n,k〉 means the kth excited state of the nth molecule. The
igen equation of aggregate Hamiltonian is

n,k

〈m, k′|H |n, k〉Aln,k = ElAlm,k′ (13)
he diagnonal elements are simply the single molecule excita-
ion energy. The off-diagonal terms are Jm,k′;n,k. Based on the
xciton wave functions of the aggregate and the IXS data of the
onomer, the dynamic structure factor for the aggregate can be
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ig. 9. The calculated IXS spectra for the aggregate. The bias shows a tendency
f energy dispersion of the lowest exciton.

btained:

Ψ0

∣∣∣∣∣
∑
i

e−i�q·�ri
∣∣∣∣∣Ψl〉 =

∑
n,k

Aln,k〈0
∣∣∣∣∣
∑
i

e−i�q·�ri
∣∣∣∣∣ n, k〉 (14)

hereΨ0 is the aggregate ground state, which is a simple product
f the monomer ground states in the Frenkel exciton theory. Eq.
14) can be easily evaluated through Eq. (7).

The momentum dependence of the dynamic structure factor
or the aggregate is shown in Fig. 9. On the one hand, the cal-
ulated IXS spectra of the aggregate are quite similar to those
f the monomer and retain the features A, B, B′, C and D in
ig. 4. On the other hand, energy dispersion of the lowest exci-

on appears in the aggregate calculation due to the consideration
f intermolecular interaction. The momentum dependence of the
nergy position for the lowest exciton is listed in Table 1, which
hows that the measured energy dispersion of 130 meV is well
eproduced by our calculation. Fig. 10 depicts the momentum
ependence of the integrated intensity for three main features.
he overall agreements between the experiment and the calcu-

ation based on both the monomer and the aggregate are quite
atisfactory. However, the calculated integrated intensities of
igh-energy features are overestimated as shown in Fig. 10(b)

nd (c). Actually, the aggregate calculation does give lower inte-
rated intensity compared with the monomer calculation. We
ttribute the overestimation to the more delocalized nature of the
igh-energy excitons, which are less bound than the lowest exci-

able 1
he calculated energy position of feature A in the aggregate when q varies from
.28 Å−1 to 1.12 Å−1

(Å−1) Energy (eV) E(0.28) − E(q) (eV)

.28 2.682 0.000

.42 2.657 0.025

.56 2.623 0.059

.70 2.590 0.092

.84 2.567 0.115

.12 2.562 0.120

he momentum dependence of energy dispersion is also given.

Fig. 10. Integrated intensity as a function of momentum in the experiment (open
circle) and the calculation based on the monomer (dashed line) and the aggregate
(
I
o

t
o
o
t
a
b
r
b

solid line). (a) Features I and A integrated over [1.5 eV, 3.0 eV], (b) features
I + II′ and B + B′ integrated over [4.0 eV, 5.5 eV], (c) features III and C integrated
ver [5.5 eV, 8.0 eV].

on. Therefore, the monomer calculation would overestimate the
n-site occupation, which in turn causes higher matrix element
f IXS. Similarly, the aggregate calculation with a Frenkel exci-
on model would also overestimate the on-site occupation. In

ddition, the SCI approximation considers the correlation effect
etween electron and hole, but neglects the multi-particle cor-
elation, which does not influence much the lower excitations,
ut could redistribute the momentum-dependent intensities for
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he higher energy features. The maximum intermolecular inter-
ction J for the lowest exciton is calculated to be 55 meV.
herefore, the lowest exciton retains the property in a single
olecule and extends over a fraction of the molecule. It is thus

ot surprise to see that even a single molecule calculation (Fig. 4)
ives essentially the similar IXS features, except the dispersion
ehavior.

. Summary

To summarize, we have carried out a quantum chemical
imulation of IXS Spectra for an organic crystal of Py-SO.
he localized nature of molecular exciton is revealed through
lectron–hole wave function. The calculated IXS spectra based
n a single Py-SO molecule agree well with the experiment,
xcept for the energy dispersion, which is due to intermolecu-
ar interaction. The lowest excited state is shown to localize in
small fraction of the molecule. Investigation on a dimer with

he shortest separation in the Py-SO crystal shows that the inter-
olecular interaction is mainly Coulombic. CT states are found

rrelevant to the optical spectra. Thus, a simple Frenkel exci-
on model is applied to an aggregate with the strongest overlap
n the Py-SO crystal. Besides the energy position, the energy
ispersion observed in the experiment is well reproduced by
ur calculation on the aggregate. The dispersion of the lowest
xciton can give a good measure of the intermolecular inter-
ction. The maximum coupling for the lowest exciton between
olecules is found to be 55 meV. Therefore, the lowest exciton

s of Frenkel type which extends over a small fraction of the
olecule. Moreover, the calculated q-dependence of the inte-

rated intensity of three main features is consistent with the
xperimental result. Besides the agreement with the experimen-
al results, our calculations can give more information on the
ature of both molecular excitations and excitons in Py-SO,
hich is useful to understand the electronic structures and opti-

al properties of the material. It can also provide very useful
uidance for designing new functional materials. For example,
olymers attached by the molecular clusters of Py-SO molecules
ay present new optical behaviors due to the local property of

he lowest exciton.
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