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There have been intensive studies on the newly discovered

phenomena called aggregation induced emission (AIE), in

contrast to the conventional aggregation quenching. Through

combined quantum mechanics and molecular mechanics

computations, we have investigated the aggregation effects

on the excited state decays, both via radiative and non-

radiative routes, for pyrazine derivatives 2,3-dicyano-5,6-

diphenylpyrazine (DCDPP) and 2,3-dicyanopyrazino

phenanthrene (DCPP) in condensed phase. We show that for

DCDPP there appear AIE for all the temperature, because the

phenyl ring torsional motions in gas phase can efficiently

dissipate the electronic excited state energy, and get hindered

in aggregate; while for its ‘‘locked’’-phenyl counterpart, DCPP,

theoretical calculation can only give the normal aggregation

quenching. These first-principles based findings are consistent

with recent experiment. The primary origin of the exotic AIE

phenomena is due to the nonradiative decay effects. This is

the first time that AIE is understood based on theoretical

chemistry calculations for aggregates, which helps to resolve

the present disputes over the mechanism. VC 2012 Wiley

Periodicals, Inc.

DOI: 10.1002/jcc.23019

Introduction

The development of efficient organic light-emitting diodes has

attracted much attention because of its applications in display

and lighting.[1] Highly efficient emission from organic materials

is often hindered by the concentration quenching of the lumi-

nescence in the solid state, due to electron transfer, energy

transfer, or Davydov splitting, which could be a thorny obsta-

cle to the application of efficient light-emitting devices.[2]

However, recently, a series of luminogens have been found to

demonstrate aggregation enhanced light emitting, namely,

their aggregate and/or solid states manifest much stronger

light emission than in dilute solutions, in sharp contrast to the

traditional aggregation quenching.[3–11] This is now termed in

literature as aggregation induced emission (AIE) phenom-

ena.[3,4] Several mechanisms have been proposed which need

to be clarified, including intramolecular rotation,[7] J-aggregate

formation,[8] excimer,[9] intramolecular planarization,[10] or intra-

molecular charge transfer.[11]

It is intriguing to understand the mechanism of such un-

usual phenomenon. From quantum chemical calculation, Yin

et al. found that in silole, a group of five-member silacycles,

the low-frequency phenyl ring twisting motions tend to

strongly dissipate the electronic excited state energy.[12] It was

shown that isopropyl substitution at proper sites cause severe

hindrance to the phenyl ring twisting which eventually block

the nonradiative decay channel as evidenced from the first-

principles calculation of nonradiative decay rates. This pro-

vided a preliminary understanding of AIE from quantum chem-

istry. Peng et al. further pointed out that the molecular vibra-

tion modes with low-frequency tend to mix each other upon

photoexcitation, and such mixing known as Duschinsky rota-

tion effect (DRE) can strongly enhance the nonradiative energy

dissipation process due to the spreadout of Franck–Condon

(FC) factors.[13] The AIE phenomena was understood from the

calculations of nonradiative decay processes as a function of

temperature in tetraphenylbutadienes: lowering the tempera-

ture resembles to some extent the aggregate effect. Upon

increasing temperature, the vibration quanta are becoming

larger, and low frequency modes are getting coupled to each

other through DRE, which greatly increases the nonradiative

decay.[13] Our most recent calculations on the radiative and

nonradiative decay processes in pyrazine derivatives also con-

firmed such trends, namely, for compounds with floppy phenyl

rings, the temperature dependence of radiationless decay is

much more pronounced than in the rigid compound.[14]

These previous theoretical studies have provided some lim-

ited insights into AIE phenomena at molecular level, namely,

the importance of low-frequency side-chain motions coupled

with main chain electronic excitation. But as to which extent
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these motions could be eventually influenced at solid state, which

is primarily the purpose of this study. Very recently, Hayashi and

coworkers investigated the nonradiative decay process of diphe-

nyldibenzofulvene in solid phase with the ONIOM method.[15]

Here, we use a quantum mechanics and molecular mechanics

(QM/MM) approach coupled with a more elaborated formalism

for treating nonradiative decay of molecular excited state. To

study explicitly, the molecular aggregate influences on both the

radiative and nonradiative decays, taking two pyrazine derivatives

as examples. 2,3-dicyano-5,6-diphenylpyrazine (DCDPP) was found

to demonstrate AIE phenomena and 2,3-dicyanopyrazino phenan-

threne (DCPP), where the two phenyl rings in DCDPP are linked

by a chemical bond, which demonstrate normal aggregation

quenching (Scheme 1).[6] Although radiationless transitions in pyr-

azine has been thoroughly investigated, both experimentally and

theoretically.[16] Two pyrazine derivatives DCDPP and DCPP were

only investigated by experiment and theory recently.[6,14] Experi-

mentally, DCDPP when solved in tetrahydrofuran solution is

almost nonemissive with a fluorescence quantum yield about

0.015%. However, when large amount of water is added into the

solution, DCDPP molecules start to aggregate due to the polarity

mismatch and the fluorescence yield is increased 25 times.[6] But

for DCPP, it exhibits strong emission in solution and a normal

aggregation quenching was found. As these two molecules are

so similar in structure but exhibit such sharp contrast photophysi-

cal behaviors, we apply the quantum chemical method to quanti-

tatively study their photophysical properties to gain deeper

insights into the AIE phenomena.

Methodology

The molecular light-emitting efficiency is determined by the

competition between the radiative decay rate (kr) and the non-

radiative decay rate (knr) from the electronically excited state

to the ground state. The fluorescence quantum yield can be

expressed as following: gf ¼ kr=ðkr þ knrÞ. Therefore, it is essen-
tial to either suppress the nonradiative process or to increase

the radiative process to attain highly efficient fluorescence. The

knr is generally the sum of the internal conversion (IC) rate (kic)

and the intersystem crossing rate (kisc). Generally speaking, the

spin-orbital coupling is very small for p ! p* electron transition,

the Highest Occupied Molecular Orbital (HOMO) and Lowest

Unoccupied Molecular Orbital (LUMO) for both DCDPP and

DCPP describe the p and anti-p molecular orbital, respec-

tively.[14] So, we did not consider the intersystem crossing pro-

cess for DCDPP and DCPP cluster. The excited state dynamics is

a formidable challenge to theoretical chemistry. There have

been progresses in treating the conical intersections (CIs) and

photoinduced electron dynamics,[17] for example, by the Ehren-

fest dynamics,[18] surface hopping dynamics,[19] or the multicon-

figurational time-dependent Hartree algorithm,[20] which has

been successfully applied to treat the nonadiabatic electron dy-

namics for molecular photo dissociation and photo-excitation

phenomena.[21] However, the quantum excited state nonadia-

batic dynamics describes typically subpicosecond process

(<10�12 s), far shorter than the excited state processes in or-

ganic light-emitting materials, which is typically at time scale of

�10�7–10�8 s. Furthermore, the light emitting device works in

solid state, therefore, the photochemical reaction or CI should

not be the dominant process. Otherwise, the device would de-

grade immediately, which is not the case. For complex polya-

tomic molecule, the degrees of freedom of nuclear motions are

usually large, and each of them could be reasonably assumed

to move not far away from the equilibrium upon photo- and

electro-excitation. Thus, our choice to describe the excited state

process is based on rate formalism. We adopt a multidimen-

sional mixed harmonic oscillator model to describe the nonadia-

batic processes.[22] The displaced harmonic oscillator approxima-

tion model was first outlined by Robinson and Frosch.[23] Then,

the concepts and theory of radiationless transition in isolated

molecules were first formulated.[24] Displaced harmonic oscilla-

tors model have been considered for small polyatomic mole-

cules with limited DRE mode mixing by Lin and coworkers.[22]

Radiative decay rate

The radiative decay rate can be computed by the Einstein

spontaneous emission which eventually can be expressed by

the integration over the whole emission spectrum:

kr Tð Þ ¼
Z

rem x; Tð Þdx (1)

where,

rem x; Tð Þ ¼ 4x3

3�hc3

X
mi ;mf

Pimi Tð Þ Hfmf

� ��~lfi Himij i�� ��2d ximi fmf � xð Þ (2)

Pimi is the Boltzmann distribution function for the initial state

vibronic manifold. H is the vibrational wavefunction, and mf and
mi are vibrational quantum numbers. ~lfi ¼ Ufh j~l Uij i is the elec-

tric transition dipole moment between two electronic states Uij i
and Ufj i, and can be expanded in the normal coordinates as:

~lfi ¼ ~l0 þ
X
k

~lkQk þ
X
k;l

~lklQkQl þ � � � (3)

~lk and ~lkl are the first and second derivatives of the electric

transition dipole moment, respectively. Considering the

strongly allowed transitions of the molecules in this article, the

Scheme 1. The structure of the DCDPP molecule (a), and DCPP molecule (b).
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zeroth-order term ~l0 (FC approximation) is only taken into

account. Applying the Fourier transformation to the delta

function in the eq. (2), we can obtain an analytical integral for-

malism:

rFCem xð Þ ¼ 2x3

3p�hc3
~l0j j2

Z 1

�1
e�i x�x

ifð ÞtZ�1
im qFCem;0 t; Tð Þdt (4)

Here, Zim is the partition function, and qFCem;0 t; Tð Þ ¼
¼ Tr½e�isf H

_

f e�isi H
_

i �. where, si ¼ �ib� t=�h, sf ¼ t=�h, and

b ¼ kBTð Þ�1, kB is the Boltzmann constant. Ĥf and Ĥi is the

final and initial electronic state hamiltonian of multidimen-

sional harmonic oscillators, with which eq. (4) can be solved

analytically by virtue of Gaussian integration in the path inte-

gral framework:

qFCem:0 t; Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�
det K½ �

s
exp � i

�h

1

2
FTKF � DTED

� �� �
(5)

where ai and af are diagonal matrices, with diagonal elements

ak sð Þ ¼ xk=tan �hxksð Þ and bk sð Þ ¼ xk=tan �hxksð Þ, respectively.
D is a displacement vector connecting the minima of the

parabolas of the two electronic states. E ¼ bi � ai ,

F ¼ DTES DTES
� 	T

1�2N
, K ¼ B �A

�A B

� �
2N�2N

, here, A and B

are: A ¼ af þ STaiS and B ¼ bf þ STbiS. Much more details of

mathematical forms are listed in our previous work.[25]

IC rate

According to Fermi’s golden rule, the nonradiative IC rate can

be expressed as

kic ¼ 2p
�h

H0
fi

�� ��2d Efi þ Efvf � Eivið Þ (6)

Here, the perturbation is the non-Born–Oppenheimer cou-

pling:

H0
fi ¼ ��h2

X
l

UfHfvf

���� @Ui

@Qfl

@Hivi

@Qfl


 �
(7)

Applying the Condon approximation, eq. (7) becomes

H0
fi ¼

X
l

Ufh jP̂fl Uij i Hfvf

� ��P̂fl Hivij i (8)

where P̂fl ¼ �i�h @
@Qfl

is the normal momentum operator.

Inserting eq. (8) into eq. (6), the IC rate can be expressed as

kIC ¼
X
kl

kic;kl (9)

where,

kic;kl ¼ 2p
�h
RklZ

�1
iv

X
vi ;vf

e�bEivi Pkld Efi þ Efvf � Eivið Þ (10)

and

Rkl ¼ Ufh jP̂fk Uij i Uih jP̂fl Ufj i (11)

Pkl ¼ Hfvf

� ��P̂fk Hivij i Hivih jP̂fl Hfvf

�� �
(12)

The delta function is Fourier transformed as

kic;kl ¼ 1

�h2
Rkl

Z 1

�1
dt eixif tZ�1

iv qic;kl t; Tð Þ� 	
(13)

where qic;kl t; Tð Þ is the thermal vibrational correlation function

in the IC process,

qic;kl t; Tð Þ ¼ Tr P̂fke
�isf Ĥf P̂fle

�isi Ĥi


 �
(14)

The final form of the IC correlation function is

qic;kl t; Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�
det K½ �

s
exp � i

�h

1

2
FTK�1F � DTED

� �� �

� i�hTr GklK
�1

� 	þ K�1F
� �T

Gkl K
�1F

� �� Hklð ÞTK�1F
n o

(15)

Similar to the thermal vibration correlation function eq. (5), in

IC correlation function eq. (15), ai, af, and E are still (N � N) mat-

rices, K is (2N � 2N) matrix, D is (N � 1) matrices, F is (2N � 1)

matrices, Gkl and Hkl are the (2N � 2N) and (1 � 2N) matrices,

respectively. The more details of IC correlation function are

given in Ref. [25]. The advantages of our correlation function

formalism lie in that (i) it is fully analytical and (ii) the vibration

modes mixing effect has been fully taken into account[26] which

was shown to be essential for low frequency motions since these

modes become mixed when electronic state is excited, expressed

as Qe
k ¼

P
j

SkjQ
g
j þ Dk , where Skj is the Duschinsky rotation matrix

and the vector Dk is the rigid shift in potential energy surface min-

imum[12,25–27]; (iii) all the vibration modes are taken into accounts

when evaluating the nonadiabatic transition moment Rkl, including

both diagonal and nondiagonal, instead of selecting only one spe-

cific mode called ‘‘promoting mode’’ in previous theory.[27] Such

formalism has been shown to be reasonable in describing the

photophysical properties for organic polyatomic systems when CI

is not involved: the decay of rate of CI is usually greater than 1012

s�1. Namely, our formalism is applicable both for radiative and

nonradiative decay rate less than 1012 s�1. Otherwise, the rate

assumption should be cautioned. The quantities required in this

formalism can be obtained by DFT/Time-Dependent Density Func-

tional Theory (TDDFT), including the vertical and adiabatic molec-

ular excited state energies, the harmonic vibrational mode fre-

quencies for the QM region including the MM environment and

the displacement vectors between the excited state and the

ground state. Reimers’ algorithm is applied to calculate the

Duschinsky rotation matrix and the displacement vector.[28]

Computational Details

QM/MM has been extensively used for dealing with numerous

complex systems in chemical phenomena.[29] It treats a
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relatively small localized region of the system at a high level of

theory (QM) where the key chemical process takes place,

whereas the remainder of the system can be adequately calcu-

lated using computationally efficient lower level methods (MM).

AIE effects could be modeled by a quantum chemical calculation

that takes the aggregation into account by a force field. Our

setup of computational model for DCDPP is shown in Figure 1,

where a cluster of 18 molecules are cut from the X-ray diffrac-

tion crystal structure,[6] consisting of 32 QM atoms and 544 MM

atoms. We also depict the intermolecular dis-

tances in Supporting Information Figure S1.

The QM/MM calculations were performed

with the ChemShell interface package,[30]

which perform the geometry optimization

through the HDLC optimizer.[31] Turbomole

6.0[32] and DL-POLY program package[33]

were used to calculate the energies and gra-

dients of the QM and MM region, respec-

tively. All QM calculations were performed

using density functional theory (DFT) with

the B3LYP functional and the 6-31G(d) basis

set and the TDDFT method was applied to

optimize the first excited electronic state

geometries. The MM part is treated by with

the General Amber force field.[34] The electro-

static embedding scheme was applied in the

QM/MM calculations,[35] namely, the interaction between QM

region and the MM surroundings are only through electrostatic

potential.

In our QM/MM optimization, we consider only the electrostatic

contribution. Thus, the fluctuation arising from the treatment of

QM–MM boundary is automatically turned off. The so-called

active region is only the QM part, namely, only one molecule. In

this way, the variation with respect to the size of the surround-

ings is quite smooth. We have predicted the results for 12 and

34-molecule clusters. The numerical calculations of 34-molecule

clusters did not show appreciable fluctuations on both the exci-

tation energy as well as the geometry optimization for the phe-

nyl ring twisting angles, while the calculations of 12-molecule

clusters did. For the sake of save the computational cost, the

present cluster with 18 molecules was optimized with QM/MM

method. The computational model of DCPP is shown in Sup-

porting Information Figure S2. We assume that the intermolecu-

lar interaction is weak that there does not occur any appreciable

charge transfer or energy transfer between molecules. The inter-

molecular electrostatic interaction can influence the ground state

and the excited state electronic structure as well as the vibronic

couplings for the QM region.

The harmonic vibrational frequencies for the ground and the

excited states were calculated by finite differencing of the gra-

dients at their equilibrium geometries with ChemShell program.

The transition electric field of the electronic coupling factor for

the IC rate is calculated at the TDDFT level using Gaussian 09

program.[36] Based on the electronic structure information of the

QM part, the Duschinsky rotation matrix and the normal mode

displacements between the two electronic states, as well as the

radiative and nonradiative decay rates with DRE were calculated.

Results and Discussion

We present the calculated kr and knr with DRE for DCDPP mol-

ecule in cluster in Table 1 and for DCPP molecule in cluster in

Table 2 in a wide range of temperature. We found that:

1. in all the cases, the radiative decay rate kr are insensitive

to temperature, because even though the emission spectrum

Figure 1. The set up of the QM/MM for the cluster with 18 molecules

from the crystal structure (DCDPP as example).

Table 1. The calculated radiative transition rate (kr) and nonradiative transition rate (knr) with

DRE from S1 to S0 and the fluorescence quantum yield (gf ) for the DCDPP cluster.

Cluster Isolated molecule[a]

T (K) kr (s
�1) knr (s

�1) gf kr (s
�1) knr (s

�1) gf

300 7.55 � 106 1.78 � 107 0.30 9.32 � 106 4.45 � 109 0.21 � 10�2

250 7.95 � 106 8.96 � 106 0.47 9.83 � 106 2.44 � 109 0.40 � 10�2

200 8.34 � 106 4.50 � 106 0.65 1.04 � 107 1.21 � 109 0.85 � 10�2

150 8.70 � 106 2.36 � 106 0.78 1.09 � 107 5.32 � 108 0.02

100 9.03 � 106 1.37 � 106 0.87 1.14 � 107 2.14 � 108 0.05

77 9.15 � 106 1.12 � 106 0.89 1.16 � 107 1.40 � 108 0.08

50 9.26 � 106 9.58 � 105 0.91 1.18 � 107 9.01 � 107 0.12

20 9.30 � 106 9.04 � 105 0.91 1.20 � 107 6.75 � 107 0.15

[a] Ref. [14].

Table 2. The calculated radiative transition rate (kr) and nonradiative

transition rate (knr) with DRE from S1 to S0 and the fluorescence

quantum yield (gf ) for the DCPP cluster.

T (K)

Cluster Isolated molecule[a]

kr (s
�1) knr (s

�1) gf kr (s
�1) knr (s

�1) gf

300 1.64 � 106 8.37 � 105 0.66 1.59 � 106 3.29 � 105 0.83

250 1.71 � 106 5.12 � 105 0.77 1.60 � 106 2.74 � 105 0.85

200 1.78 � 106 3.30 � 105 0.84 1.61 � 106 2.42 � 105 0.87

150 1.85 � 106 2.26 � 105 0.89 1.61 � 106 2.25 � 105 0.88

100 1.90 � 106 1.68 � 105 0.92 1.62 � 106 2.15 � 105 0.88

77 1.93 � 106 1.52 � 105 0.93 1.62 � 106 2.13 � 105 0.88

50 1.94 � 106 1.40 � 105 0.93 1.62 � 106 2.11 � 105 0.88

20 1.95 � 106 1.36 � 105 0.93 1.62 � 106 2.09 � 105 0.89

[a] Ref. [14].
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is broadened by increasing temperature, however, the radia-

tive rate is proportional to the integration area over the whole

spectrum, which become almost independent of temperature,

2. the molecular aggregate has much less effect on the

radiative decay rate kr. In this work, we did not consider the

excitonic effects.[37] In fact, in many of the AIE system, both

the absorption and emission spectra do not shift appreciably

from solution to solid state, namely, the excitonic effect might

be prominent for well-ordered single crystal but might not be

the dominant effect for the thin film,

3. aggregate strongly influences the nonradiative decay in

DCDPP. For instance, at 300 K, knr decreases from 4.45 � 109

s�1 in gas phase to 1.78 � 107 s�1 in aggregate. But in sharp

contrast, for DCPP, aggregate only slightly increases knr from

single molecule to molecule-in-cluster,

4. knr’s of DCDPP in both cluster and gas phase are

strongly dependent on temperature, for instance, from 1.78 �
107 s�1 at 300 K to 9.04 � 105 s�1 (20 K), while the knr for the

DCPP is almost independent on temperature,

5. DCPP has high fluorescence quantum yield which drops a

little by aggregation at room temperature. Although DCDPP has

very low fluorescence quantum yield which increases by aggre-

gation, but remains always much smaller than that of DCPP.

The calculated temperature dependence of fluorescence

quantum efficiency is depicted in Figure 2. It is seen that for

the whole range of temperature, aggregation effect in DCDPP

is found to enhance the fluorescence, about 150 times

increase at 300 K and about six times increase at 20 K. We

note that the experiment indicated that upon adding water in

solution, the fluorescence quantum yield of DCDPP increases

about 25 times when water fraction reaches 90% at room tem-

perature.[6] Our results are in qualitative agreement with the

experiment, given the fact that 90% water fraction does not

mean ideal aggregate state as crystal used in our model. In

fact, according to our previous argument, lowering tempera-

ture has a similar effect as aggregation for the nonradiative

decay process. However, for DCPP with locked phenyl ring,

there is hardly any appreciable aggregation effect, except

some aggregation quenching at room temperature. This is

again in good agreement with the experiment.[6]

To reveal the underlying mechanism, we take a look at the

molecular geometry and the excited state vibronic couplings.

The optimized geometrical parameters for the ground state

(S0) and the first excited state (S1) of the DCDPP and DCPP

cluster with QM/MM method are summarized in Tables 3 and

4, respectively. We also predicted their energies in Supporting

Information Table S1 and harmonic vibrational frequencies of

the S0 and S1 for DCDPP and DCPP molecule in cluster in

Supporting Information Tables S2–S6. In Table 3, the values of

the most relevant structural parameters for the S0 of DCDPP

in the solid state are nearly the same with those in the gas

phase except the two dihedral angels (C1AC2AC3AC4 and

C2AC1AC5AC6), which show the rotations of the phenyl rings

were influenced by aggregation. We found the changes of the

two dihedral angles of DCDPP from the S1 to S0 are 9.2� and

4.2� for the cluster, whereas 16.0� and 16.0� for the isolated

molecule.[14] This indicates that the structure for the excited

process is more rigid in the solid state than that in the gas

phase, namely, the rotations of the phenyl rings for the excited

state are hindered in the solid state. From the Table 4, it can

be seen that all the corresponding molecular parameters are

Figure 2. The calculated fluorescence quantum yields with temperature

dependence for the DCDPP and DCPP (the values of the isolated DCDPP

and DCPP molecules from the Ref. [14]).

Table 3. Selected bond lengths (Å), angles and torsion angles (8) of the

S0 and S1 for the DCDPP molecule-in-cluster.

DCDPP in cluster Isolated DCDPP[a]

Crystal[b]S0 S1 D(S0–S1) S0 S1 D(S0–S1)

C1AC2AC3AC4 46.9 37. 7 9.2 36.0 20.0 16.0 51.60

C2AC1AC5AC6 44.7 40.5 4.2 36.0 20.0 16.0 44.15

C1AC2AC3 123.0 122.6 0.4 125.2 123.0 2.2

C1AC2 1.44 1.43 0.01 1.44 1.47 �0.03

C2AC3 1.48 1.47 0.01 1.49 1.45 0.04

C11AC12 1.41 1.46 �0.05 1.42 1.47 �0.05

C2AN9 1.33 1.35 �0.02 1.34 1.34 0.0

N9AC11 1.34 1.32 0.02 1.33 1.32 0.01

C11AC13 1.44 1.43 0.01 1.44 1.43 0.01

[a] Ref. [14]. [b] Ref. [6].

Table 4. Selected bond lengths (Å), angles and torsion angles (8) of the

S0 and S1 for the DCPP molecule-in-cluster

DCPP in cluster Isolated DCPP[a]

S0 S1 D(S0-S1) S0 S1 D(S0-S1)

C1AC2AC3AC4 �0.7 �0.9 0.2 0.0 0.0 0.0

C2AC1AC5AC6 0.5 1.0 �0.5 0.0 0.0 0.0

C1AC2AC3 120.5 119.8 0.6 120.3 119.6 0.7

C1AC2 1.43 1.38 0.05 1.43 1.39 0.04

C2AC3 1.45 1.46 �0.01 1.46 1.40 �0.01

C11AC12 1.42 1.41 0.01 1.43 1.41 0.02

C4AC6 1.47 1.43 0.04 1.47 1.43 0.04

C2AN9 1.34 1.37 �0.03 1.34 1.37 �0.03

N9AC11 1.33 1.35 �0.02 1.33 1.35 �0.02

C11AC13 1.44 1.43 0.01 1.44 1.44 0.0

[a] Ref. [14].
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almost the same. From the comparison of the geometries for

the DCDPP and DCPP cluster, it is clear that the restriction of

intramolecular rotations is the main cause for the novel AIE

phenomenon.[3–6] Moreover, the QM/MM predicted dihedral

angles (46.9� and 44.7�) of the DCDPP cluster are in better

agreement with the results of the X-ray diffraction (51.60� and

44.15�),[6] which also indicates the QM/MM approach is well fit

for the organic molecule systems.

Huang–Rhys (HR) factor HRj ¼ xjD
2
j


 �
=2�h characterizes the

modification of vibrational quanta when going from one elec-

tronic state to another for the jth vibrational mode, which are

important for determining the IC rate.[12,13] For DCDPP in clus-

ter, HR factors are depicted in Figure 3a and some selected HR

factors versus corresponding normal modes in Supporting In-

formation Table S6. It is seen that (i) three modes with large

HR factors (>1.0) all appear at the low frequency region (<200

cm�1); (ii) the HR factors of the DCDPP in cluster is much

smaller than those of the isolated DCDPP for the same modes,

the detail of the HR factors for the isolated DCDPP are

reported in Ref. [14]. For comparison, we also presented the HR

factors of the first excited state for the DCPP cluster in Figure

3b and some selected HR factors versus corresponding normal

modes in Supporting Information Table S7. It can be seen that

(i) the HR factors are all very small, even the largest for the

mode 17 is not more than 1.0; (ii) the HR factors do not

change much from the gas phase (see Ref. [14]) to the solid

state. For the sake of clarity, the normal modes of the three

lower vibrational frequencies for the DCDPP cluster are shown

in Supporting Information Figure S3 and are assigned to the

phenyl rings twisting which suggest the low-frequency

motions of the phenyl rings are hindered in the solid state.

Therefore, the energy dissipation via nonradiative channel can

be blocked by aggregation and the radiative decay became

dominant, namely, when knr is mainly contributed by the

modes of the lower frequency motions. The normal harmonic

vibrational modes of the 17 and 72 for the DCPP in cluster are

depicted in Supporting Information Figure S4, which showed

that the mode for 72 belong to the C¼¼C stretching. As in

many conjugated molecules, the C¼¼C stretching dominates

the vibronic coupling for excited state decay process and does

not present the exotic AIE phenomena. Only when the low-fre-

quency motions are coupled strongly with the excited state,

can AIE occurs, as speculated earlier.[12,13] These can be further

elucidated by the reorganization energies of the first excited

state for the DCDPP and DCPP cluster, see Supporting Infor-

mation Figure S5. It is found that (i) the contribution of the

three lower frequency modes (<200 cm�1) contribute about

27.4% for the DCDPP in cluster; (ii) the largest contribution for

the reorganization energy of the DCPP is the high frequency

with the C¼¼C stretching, which is insensitive to aggregation.

These results further confirm that the large contribution of the

low-frequency modes to the knr is the main cause for the

novel AIE phenomenon.

Conclusions

In summary, using a QM/MM approach, we have investigated

the aggregation effects on the excited state decays, both via

radiative and nonradiative routes, for the DCDPP and DCPP

molecule-in-cluster. The rotations of the phenyl rings in

DCDPP are found to play important role in dissipating excited

state energy and are found to be hindered in the aggregate.

The fluorescence quantum efficiency is increased 150 times

upon aggregation at room temperature, exhibiting prominent

AIE phenomena. The experimental value is about 25 times

increase. But for the phenyl ring locked molecule DCPP, the

major energy dissipation route is found to be C¼¼C stretching,

as in most conjugated system, which does not exhibit appreci-

able aggregation effects, which is in good agreement with the

experiment. The normal aggregation quenching effects due to

intermolecular charge or energy transfer or Davydov splittings

are not considered in this study. In all the cases, the radiative

decay rates are found to be almost independent on either

temperature or aggregation. The primary origin of the exotic

AIE phenomena is found due to the nonradiative decay effects.

That is, aggregation can confine the molecules into a more

rigid environment, which can block efficient nonradiative

decay processes in molecules with low-frequency vibrational

modes. Upon photoexcitations, the low-frequency motions

such as phenyl ring twisting motions become mixed each

other, which largely contribute to the FC overlaps for different

normal modes between two electronic state potential energy

surfaces. Such mixing termed as Duschinsky rotation becomes

Figure 3. The calculated HR factors versus the normal mode wave num-

bers for the DCDPP cluster (a) and the DCPP cluster (b).
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much less effective for high-frequency motions. Last, certainly

not the least, in the present work, we did not consider the

excitonic effect including the Davydov splitting, which

deserves further investigation, which probably is the reason

for our overestimation of the aggregation effect.
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