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ABSTRACT: We investigate the excited-state decay processes for the 3-(2-
cyano-2- phenylethenyl-Z)-NH-indole (CPEI) in the solid phase through
combined quantum mechanics and molecular mechanics (QM/MM) and
vibration correlation formalisms for radiative and nonradiative decay rates,
coupled with time-dependent density functional theory (TDDFT). By comparing
the isolated CPEI molecule and the molecule-in-cluster, we show that the
molecular packing through intermolecular hydrogen-bonding interactions can
hinder the excited-state nonradiative decay and thus enhance the fluorescence
efficiency in the solid phase. Aggregation effect is shown to block the nonradiative
decay process through hindering the low-frequency vibration motions. The fluorescence quantum yields for both isolated
molecule and aggregation are predicted to be insensitive to temperature due to the hydrogen-bonding nature, and their values at
room temperature are consistent with the experiment.

I. INTRODUCTION
Molecules with aggregation-induced emission (AIE) phenom-
ena have attracted a lot of attention in recent years.1,2 A series
of luminogens have been found to demonstrate aggregation
enhanced light emitting; their aggregates and/or solid phases
manifest much stronger light emission than in dilute solutions,
in sharp contrast to the traditional aggregation quenching.1−9

Optoelectronic devices, such as organic light-emitting diodes
(OLEDs),10 operate in the solid state. However, highly efficient
emission from organic materials is often prohibited by the
concentration quenching of the luminescence in the solid state,
due to electron transfer, or energy transfer, or Davydov
splitting, which could be a thorny obstacle to the application of
efficient light-emitting devices.11

Great progress has been achieved in understanding ultrafast
processes for complex molecules in dilute solutions.12 It is still
challenging to investigate these processes in aggregate or solid
state. It is intriguing to understand the mechanism of AIE
phenomena. Several explanations of AIE have been proposed,
which need to be clarified, including the restriction of
intramolecular rotations,5 J-aggregate formation,6 excimer
emission,7 intramolecular planarization and intermolecular
interactions,8 or intramolecular charge transfer.9 Furthermore,
hydrogen-bonding assisted enhancement of fluorescence
emissions has also been reported by several groups.8,13,14

Theoretically, Yin et al. have first carried out quantum chemical
calculations for the excited-state vibronic coupling for silole
derivatives.15 It was found that the low-frequency phenyl ring
twisting motions tend to strongly dissipate the electronic
excited-state energy. In addition, it was shown that isopropyl

substitution at proper sites can cause severe hindrance to the
phenyl ring twisting, which eventually blocks the nonradiative
decay channel as evidenced from the first-principles calculation
of nonradiative decay rates. Peng et al. further pointed out that
the molecular vibration modes with low-frequency tend to mix
each other upon photoexcitation, and such mixing known as the
Duschinsky rotation effect (DRE) can strongly enhance the
nonradiative energy dissipation process due to the outspreads
of Franck−Condon factors among different normal modes at
increasing temperature.16 The AIE phenomenon was under-
stood from the calculations of nonradiative decay processes as a
function of temperature in tetraphenylbutadienes: lowering the
temperature resembles to some extent the aggregate effect.
Upon increasing temperature, the vibration quanta are
becoming larger, and the low-frequency modes are getting
coupled to each other through DRE, which greatly increases the
nonradiative decay rate.16 The most recent calculations on the
radiative and nonradiative decay processes in pyrazine
derivatives also confirmed such trends; for compound with
floppy phenyl rings, the temperature dependence of radiation-
less decay is much more pronounced than in the rigid
compound.17

These previous theoretical studies have focused on isolated
molecule; the molecular origin of AIE and the temperature
effect have been investigated by mimicking aggregate through
lowering temperature. It is primarily the purpose of this study
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to look at the photophysical properties in the condensed phase
from quantum chemical calculations. Here, we investigated
explicitly the molecular aggregation influences on both the
radiative and the nonradiative decays of 3-(2-cyano-2-phenyl-
ethenyl-Z)-NH-indole (CPEI)13 (Scheme 1) by a quantum

mechanics and molecular mechanics (QM/MM) approach
coupled with a more elaborate formalism for treating
nonradiative decay of the molecular excited state. Experimen-
tally, CPEI is almost nonemissive in tetrahydrofuran (THF)
solution with a tiny fluorescence quantum yield (<0.001).13

However, when mixing 90% volume fraction of water in THF,
CPEI becomes strongly emissive. In fact, the polarity of water is
very different from THF. So, when increasing the water
fraction, CPEI molecules start to aggregate, to form small
clusters in solution. The fluorescence emission intensity at 99%
water fraction is about 18 times as much as that at 20%. The
solid-state fluorescence quantum yield was measured to be
0.192, and such a huge enhancement (from <0.001) was
ascribed to the intramolecular planarization and restricted
twisted motions of the molecule.13 In this work, we apply the
quantum chemical method to quantitatively calculate the
radiative and nonradiative decay rates for CPEI at both gas
phase and for molecule-in-cluster to gain deeper insights into
the AIE phenomena.

II. METHODOLOGICAL APPROACHES
The molecular light-emitting efficiency is determined by the
competition between the radiative decay rate (kr) and the
nonradiative decay rate (knr). The fluorescence quantum yield
can be expressed as ηf = kr/(kr + knr). Therefore, either
suppressing the nonradiative rate or increasing the radiative rate
can attain higher fluorescence efficiency. knr is generally a sum
of the internal conversion rate (kic) and the intersystem
crossing rate (kisc).
Simulating excited-state dynamics is a formidable challenge

for theoretical chemistry. There has been progress in
photoinduced electron dynamics,18 for example, by the
Ehrenfest dynamics,19 surface hopping dynamics,20 or the
multiconfigurational time-dependent Hartree (MCTDH) algo-
rithm,21 which has been successfully applied to study the
nonadiabatic electron dynamics for molecular photodissocia-
tion and photoexcitation phenomena.22 However, these
approaches describe typically a subpicosecond process
(<10−12 s), in general, until the conical intersection occurs.
Simulation for longer time poses difficulties either in computa-
tional costs or in error control. Such time scale is much shorter
than the typical excited-state process in organic light-emitting
materials, ∼10−7−10−8 s.23 Furthermore, the light-emitting
device works in the solid state; therefore, the photochemical

reaction or conical intersection should not be the dominant
process. Otherwise, the device would degrade immediately,
which is not the case. For complex polyatomic molecule, the
degrees of freedom of nuclear motions are usually large, and
each of them could be reasonably assumed to move not far
away from the equilibrium upon photo- or electro-excitation. In
fact, a recent work by Jiang et al. showed that as the chain
length of oligo-thienylenevinylene increases, the vibration
quanta for IC process decreases steadily.24 For a large degree
of freedom, the harmonic oscillator model could be a suitable
choice. So, in this work, we employ a statistical rate formalism
to describe the excited-state decay processes.
The radiative decay rate can be computed by the Einstein

spontaneous emission rate, which eventually can be expressed
by the integration over the whole emission spectrum:
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μ⃗fi = ⟨Φf|μ⃗|Φi⟩ is the electric transition dipole moment between
two electronic states |Φi⟩ and |Φf⟩, and can be expanded in the
normal coordinates as:
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Considering the strongly dipole-allowed transitions of the
molecules in this work, only the zeroth-order term μ⃗0 (Franck−
Condon approximation, FC) is taken into account. Pivi is the
Boltzmann distribution function for the initial state vibronic
manifold. Φ and Θ are the electronic and vibrational wave
functions, respectively. Applying the Fourier transformation to
the delta function in eq 2, we can obtain an analytical integral
formalism:
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Here, Ziv is the partition function, and ρem,0
FC (t, T) =

Tr[e−iτfĤfe
−iτiĤi] is the correlation function, where τi = −iβ −

t/ℏ, τf = t/ℏ, and β = (kBT)
−1, kB is the Boltzmann constant. Ĥf

and Ĥi are the multidimensional harmonic oscillator Hamil-
tonians for the final and initial electronic states, respectively.
The correlation function in eq 4 had been solved analytically by
virtue of multidimensional Gaussian integrations in the path
integral framework:25
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where ai, af, and E are (N × N) matrices, K is (2N × 2N)
matrix, and D and F are (N × 1) and (2N × 1) matrices,
respectively, with all of the mathematical forms given in our
previous work.26

The nonradiative internal conversion (IC) processes had
been investigated theoretically by Huang and Rhys in solid-
state physics27 and by Lin et al.28 for molecules within the

Scheme 1. Structure of 3-(2-Cyano-2-phenylethenyl-Z)-NH-
indole Molecule
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displaced harmonic oscillator model. According to Fermi’s
golden rule, the IC rate can be expressed as

= π
ℏ
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Here, the perturbation H′ is the non-Born−Oppenheimer
coupling:
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Applying the Condon approximation, eq 7 becomes
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Here, P̂fl = −iℏ(∂/(∂Qfl)) is the normal momentum operator.
Inserting eq 8 into eq 6, the IC rate can be expressed as
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The electronic nonadiabatic coupling term arising from the lth
normal mode can be defined as Vl = ((1/2)ℏωlRll)

1/2, which
contains only the diagonal contribution and has a dimension of
energy, in parallel to the charge transfer rate formula.
The delta function in eq 10 is Fourier transformed as
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where ρic,kl(t,T) is the thermal vibrational correlation function
in the internal conversion process:
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We have derived an analytical expression for eq 14:26,27,29
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Here, ai, af, and E are (N × N) matrices, K is (2N × 2N) matrix,
D is (N × 1) matrix, F is (2N × 1) matrix, and Gkl and Hkl are
the (2N × 2N) and (1 × 2N) matrices, respectively, with all of
the mathematical forms given in our previous work.26 The
advantages of such correlation function formalism lie in that (i)
it is fully analytical; (ii) the vibration modes mixing effect has
been fully taken into account,29 which was shown to be
essential for low frequency motions because these modes
become mixed when the electronic state is excited, expressed as
Qk

e = ∑jSkjQj
g + Dk, where Skj is the Duschinsky rotation matrix

elements and the vector Dk is the rigid shift in potential energy
surface minimum, often quantified by Huang−Rhys factor HRk
= ωkDk

2/2ℏ;15,29,30 and (iii) all of the vibration modes are taken

into account when evaluating the nonadiabatic transition
moment Rkl, including both diagonal and nondiagonal, instead
of selecting only one specific mode called the “promoting
mode” in previous theory.28

Such formalism has been shown to be reasonable in
describing the photophysical properties for organic polyatomic
systems when conical intersection (CI) is not involved: the
decay rate of CI is usually greater than 1012 s−1. Our formalism
is only applicable for excited-state decay rate less than 1012 s−1.
Otherwise, the rate assumption should be cautioned. All of the
molecular parameters required in this formalism can be
computed by DFT/TDDFT, including the vertical and
adiabatic molecular excited-state energies, the harmonic
vibrational frequencies for the QM region including the MM
environment, and the displacement vectors Dk between the
excited-state and the ground-state parabola. Duschinsky
rotation matrix and the displacement vector are calculated as
outlined in ref 26 by following Reimers.31

III. COMPUTATIONAL DETAILS
The geometry optimization and harmonic vibrational frequency
calculations of the isolated CPEI molecule were carried out
with the Turbomole 6.3 program package.32 The ground-state
geometry optimization was started with an initial guess from
the X-ray diffraction crystal structure13 at the level of density
functional theory (DFT). For the first singlet excited electronic
state, TDDFT was applied. The EGRAD module, which
provides TDDFT analytic energy gradients for optimization,
was employed.33 The energy convergence thresholds for the
ground state (S0) and the first singlet excited electronic state
(S1) optimization were set to be 10−9 atomic unit. It should be
noted that TDDFT with common exchange correlation
functional works well only for the low-lying excited state with
mostly single excitation character.33 We will see that the first
singlet excited state of CPEI molecule consists of primarily
HOMO − LUMO promotion. Therefore, it is appropriate to
apply TDDFT.
QM/MM has been extensively used for dealing with

numerous complex systems in chemical phenomena.34 It
partitions the system into a QM region with chemical interests
and an MM region for the surrounding chemical environments.
Here, we model the aggregation effect on a single molecule
(QM) through taking electrostatic interaction with neighboring
molecules (MM), and the charge transfer between QM and
MM regions is ignored. Our setup of computational model is
shown in Figure 1, where a cluster of 75 CPEI molecules is cut
from the X-ray diffraction crystal structure,13 consisting of 31
QM atoms and 2294 MM atoms. The QM/MM calculations
were performed with the ChemShell 3.4 interface package,35

where the geometry optimization is done through the HDLC
(hybrid delocalized internal coordinate) optimizer.36 Turbo-
mole 6.3 and the DL-POLY program package37 were used to
calculate the energies and gradients of the QM and MM region,
respectively. All QM calculations were carried out using
B3LYP/SV(P), and the TDDFT method was applied to
optimize the first singlet excited electronic state geometries.
The MM part is treated with the General Amber Force Field
(GAFF).38 The electrostatic embedding scheme was applied in
the QM/MM calculations;39 the MM charges were incorpo-
rated into the one-electron part of the QM Hamiltonian, and
the QM/MM electrostatic interactions were evaluated from the
QM electrostatic potential and the MM partial charges. The
intermolecular electrostatic interaction can influence the S0 and
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S1 structures as well as their vibronic couplings for the QM
region. We have tested two schemes for choosing active region
for geometry optimization: one with only QM molecule and
another with 15 molecules (one QM molecule plus
surrounding 14 MM molecules). The difference in bond
lengths obtained is less than 0.01 Å. Thus, in the following
computations, only the QM molecule is chosen as the active
region for optimization. In this work, we did not consider
intermolecular charge transfer excitation and the excitonic
effect, which are beyond the reach of the present methodology.
In fact, for most of the molecular crystal, the lowest optical
excitation is of Frenkel intramolecular excitation type, and the
AIE phenomena have been studied in general for amorphously
aggregated clusters of molecules, while the exciton effect is only
pronounced in well-ordered crystals. Nevertheless, we believe
both charge transfer and excitonic effects pose important
challenges in studying the AIE phenomena, which deserve
further investigation in the future.
Harmonic vibrational frequencies were calculated at the

equilibrium geometries of the S0 and S1. The atomic electric
field transition moment required by the electronic nonadiabatic

coupling term Vl for the internal conversion rate is calculated at
the TDDFT level by using the Gaussian 09 program.40 On the
basis of the electronic structure information of the QM part, the
Duschinsky rotation matrix and the normal mode displace-
ments between the two electronic states, as well as the radiative
and nonradiative decay rates, were calculated.

IV. RESULTS AND DISCUSSION
A. Geometry and Normal Modes Analysis. The selected

bond lengths, bond angles, and dihedral angles of the S0 and S1
for the isolated CPEI molecule with QM method and the
molecule-in-cluster with QM/MM approach are shown in
Table 1. The total energy as well as the vertical and adiabatic
transition energies both for isolated molecule and for molecule-
in-cluster are given in Table 2. A close look at the
intermolecular hydrogen bonding is shown in Figure 2.

From the comparison of geometries for the ground
electronic state in the gas phase and in the solid state, it is

Figure 1. Setup of our QM/MM model for a cluster with 75 CPEI
molecules cut from the crystal structure with the central one as QM
region.

Table 1. Selected Bond Lengths (in Å), Angles, and Torsion Angles (in deg) of the S0 and S1 for Isolated CPEI Molecule and
Molecule-in-Cluster

isolated molecule molecule-in-cluster

S0 S1 Δ(S0−S1) S0 S1 Δ(S0−S1) expr.a

C1−C2 1.371 1.440 −0.069 1.373 1.429 −0.056
C2−C3 1.488 1.447 0.041 1.486 1.451 0.036
C1−C6 1.442 1.414 0.029 1.437 1.424 0.014
C2−C10 1.433 1.419 0.015 1.431 1.419 0.013
N9−H 1.013 1.014 −0.001 1.022 1.023 −0.001
C1−C2−C3 123.77 121.98 1.79 124.25 121.74 2.51
C2−C3−C4 121.82 121.46 0.36 122.10 121.64 0.46
C2−C1−C6 130.81 126.01 4.80 131.37 127.09 4.28
C1−C6−C7 124.13 126.19 −2.06 123.91 124.86 −0.95
C1−C6−C8 130.17 128.71 1.46 130.60 130.34 0.26
C6−C1−C2−C3 179.17 159.38 19.79 178.00 177.10 0.90
C1−C2−C3−C4 −21.77 −6.57 −15.20 −12.29 −9.20 −3.09 9.0
C2−C1−C6−C8 −2.42 −4.25 1.83 −0.49 −1.42 0.93 −1.2

aReference 13.

Table 2. Total Energy of the Ground State [E(S0)] and the
First Excited State [E(S1)], Adiabatic Excitation Energy ΔE,
Vertical Transition Energy from S0 to S1 (Ev(gs)), and Vertical
Transition Energy from S1 to S0 (Ev(es)), Both for Isolated
Molecule and for Molecule-in-Cluster

E(S0) [au] E(S1) [au]
ΔE
[eV]

Ev(gs)
[eV]

Ev(es)
[eV]

isolated
molecule

−763.477138 −763.501308 3.26 3.47 2.89

cluster −763.357495 −763.383119 3.22 3.37 3.03

Figure 2. Close look at the molecular packing structure.
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seen that the bond lengths are almost the same except for the
N9−H bond, which in the gas phase is 1.013 Å, while in the
solid state it is 1.022 Å, due to the formation of an
intermolecular hydrogen bond between N9−H of the indolic
ring and the N11 atom of the C10N11 group in the neighboring
molecule; see Figure 2. The lengths of the two N9−H···N11
hydrogen bonds are 1.923 and 1.996 Å, respectively. The
dihedral angles C1−C2−C3−C4 and C2−C1−C6−C8 are
−21.77° and −2.42° for the S0 in the isolated CPEI molecule,
while the corresponding values become −12.29° and −0.49° in
the solid state, which demonstrated that the intermolecular
hydrogen-bond interactions greatly increase the rigidity of the
molecule by restricting the intramolecular rotation. Moreover,
the two predicted dihedral angles in the solid state with QM/
MM approach are in good agreement with X-ray diffraction
analysis (9.0° and 1.2°),13 which indicated the reliability of our
QM/MM approach for determining the geometry. As shown in
Table 1, the modifications of the two dihedral angles C1−C2−
C3−C4 and C2−C1−C6−C8 from the S1 to S0 are 15.20° and
1.83° for the isolated CPEI molecule, while these become 3.09°
and 0.93° in the solid state. This showed that when the
electronic state changes from S1 to S0, the molecular structure
becomes much more rigid in the solid state than in the gas
phase; that is, the rotations of the rings for the excited state are
hindered in the cluster due to the molecular packing and the
intermolecular hydrogen-bonding interactions. It should be
pointed out that the main conjugation backbone (C1C2) of
the CPEI molecule is much more planar in the solid state for
both the excited and ground states, with the dihedral angle C6−
C1−C2−C3 slightly changing from 178.00° to 177.10°, while in
the isolated CPEI molecule, the dihedral angle undergoes more
pronounced modification, from 179.17° to 159.38°. We plot
the potential energy curves along the C6−C1−C2−C3 torsion
angle of the ground state for the isolated CPEI molecule in
comparison with molecule-in-cluster in Figure 3. It is clearly

seen that the torsional motion for the dihedral angle C6−C1−
C2−C3 for molecule-in-cluster costs higher energy than that in
the isolated molecule.
TDDFT calculations show that S1 is dominated by the

transition from the HOMO to the LUMO for both the isolated
CPEI molecule (98.2%) and the molecule-in-cluster (97.9%).
The HOMO and LUMO display the π and π* character as
shown in Figure 4, which justify our approximation of
neglecting the intersystem crossing process.

The normal modes analysis for S0 and S1 in the gas phase
and in the solid state is reported in Tables S1−S4. The lowest
four modes in the isolated CPEI molecule belong to the
rotations of the indole and phenyl ring, as shown in Figure S1.
Their frequencies are 27, 41, 58, and 68 cm−1, much lower than
those (105, 119, 143, and 156 cm−1) of the molecule-in-cluster.
This again demonstrated the intramolecular rotations are
restricted in the cluster. The N−H stretching mode is
calculated to be 3604 cm−1 (see Table S3) for the isolated
CPEI molecule, which is remarkably higher than that in the
solid state (3527 cm−1, see Table S1). This is a strong evidence
of the intermolecular hydrogen-bonding interaction in the
aggregate.

B. Photophysical Properties. The electronic nonadiabatic
coupling term Vl for all of the normal modes are calculated, and
we display some of them with relatively large couplings in Table
3. These contribute to the internal conversion rate, much as the
spin−orbital coupling element for the intersystem crossing
process. It is seen from Table 3 that the largest Vl value is 65
cm−1. We perform a Complete Active Space Self-Consistent
Field (CASSCF) calculation as implemented in MOLPRO
package39 with active space (10, 10) and VDZ basis set for
CPEI, and we found the spin−orbital coupling constant
between S1 and T1 is only about 0.1 cm−1. Therefore, we did
not consider the intersystem crossing process here.
The calculated radiative decay rate (kr) and nonradiative

decay rate (knr) with DRE for the isolated molecule and
molecule-in-cluster are presented in Table 4. We found that: (i)
in all of the cases, the kr and knr are insensitive to the
temperature; (ii) aggregate strongly influences the nonradiative
decay, for example, the knr for the isolated CPEI molecule at
300 K (3.28 × 1011 s−1) is about 3 orders of magnitude larger
than that for the cluster (5.64 × 108 s−1); therefore from the gas
phase to the solid state, the nonradiative decay process has
been vastly slowed; and (iii) the molecular aggregate has much
less effect on the radiative decay rate kr, for instance, the kr is
0.61 × 108 and 2.17 × 108 s−1 for the isolated molecule and
cluster at 300 K, respectively. So far, we did not consider the
excitonic effects.42 In fact, in many of the AIE systems, both the
absorption and the emission spectra do not shift appreciably
from solution to solid state; that is, the excitonic effect might be
prominent for well-ordered single crystal, but might not be the
dominant effect for the thin film. Nevertheless, both
intermolecular charge transfer and excitonic effects on AIE
are not known yet, which caution further theoretical
investigations.
The calculated fluorescence quantum yield (η) of the isolated

CPEI molecule is 1.86 × 10−4 at 300 K, which is in excellent
agreement with the experiment (η < 0.001) in THF.13 The
predicted η for the cluster is 0.278, which is also consistent with
experimental fluorescence quantum yield (0.192) in the solid
state.13 The fluorescence quantum efficiency is enhanced 1.49
× 103 times at 300 K due to the aggregation effect. From Table
4, such enhancement is ascribed to the decrease in nonradiative
decay rate due to the intermolecular hydrogen-bond
interactions and restricted intramolecular rotation at the
aggregated state. It is also noted that the temperature
dependence of fluorescence quantum yield for aggregate is
much less sensitive than that for isolated molecule, indicating
the hydrogen-bonding nature, because its strength (4−15 kcal/
mol) is much higher than kBT(300 K) ≈ 0.58 kcal/mol.

C. Huang−Rhys (HR) Factor and Reorganization
Energy. Huang−Rhys (HR) factor HRj = (ωjDj

2)/2ℏ

Figure 3. Potential energy curves along the torsion angle (C6−C1−
C2−C3) of the ground state for the isolated CPEI molecule (black
line) and the cluster (red line).
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characterizes the modification of vibrational quanta (emitting
or absorbing) when going from one electronic state to another
for the jth vibrational mode, which are important for
determining the internal conversion rate.15,16 The HR factors
for the S1 of the isolated CPEI molecule and molecule-in-
cluster are depicted in Figure S2, and some selected HR factors
versus corresponding normal modes are presented in the
Supporting Information Tables S5 and S6. It can be seen that
the HR factors for the isolated CPEI molecule are much larger
than those of the molecule-in-cluster. The largest HR factor for

the isolated CPEI molecule is 6.26 for the mode 1, which
corresponds to the rotation of rings as shown in Figure S1,
while all of the HR factors for the cluster are much smaller (HR
< 0.31). These results showed the rotation modes of the rings
with lower frequencies are hindered in the solid state because of
the intermolecular hydrogen-bonding interactions. Therefore,
the energy dissipation via nonradiative channel can be blocked
by aggregation, and the radiative decay became dominant in the
solid state.
To further understand the relationship between the photo-

physical properties and the molecular structures, we also
plotted the reorganization energies of the first singlet excited
state versus corresponding normal modes in Figure 5. The
reorganization energy (λi) is the product of HR factor and the
corresponding vibration energy: λi = Si × ℏωi. The total
reorganization energy is 1603 cm−1 for the first singlet excited
state of the isolated CPEI molecule, while it is 1270 cm−1 for
the molecule-in-cluster, which demonstrate the molecule
planarization at aggregation state. The contribution of the
low frequency (<100 cm−1) modes to the total reorganization
energy is about 24% in isolated molecule, while it is only about
2% in the molecule-in-cluster, which also suggested that the
mode of the ring rotation with the lower harmonic vibrational
frequencies is the main effect for blocking the nonradiative
channel at the aggregated state.
These can be further elucidated by projecting the

reorganization energies into the internal coordinate relaxation
of the molecules, from Figure 6. The detailed internal
coordinates with reorganization energy greater than 10 cm−1

are listed in Table S7 for isolated CPEI molecule and the
molecule-in-cluster. It is worth pointing out that the
contributions come from the dihedral angle (37%) relating to
the rotation motions of the conjugation backbone C1C2
plane and the bond length (57%) for the isolated molecule,

Figure 4. HOMO and LUMO obtained for CPEI molecule at the B3LYP/SV(P) level of theory.

Table 3. Selected Nonadiabatic Electronic Coupling Term Vl
(in cm−1)

mode Vl mode Vl

7 8.094 62 33.326
10 5.104 63 30.928
12 5.584 64 20.902
17 7.005 65 9.924
22 14.903 66 19.617
28 13.045 67 10.607
30 24.960 68 21.189
31 16.890 69 65.431
32 5.182 70 41.769
33 7.979 71 16.325
37 10.015 72 24.295
46 6.963 73 14.711
47 13.163 75 25.749
51 8.213 76 9.360
55 20.395 84 7.392
56 16.464 85 10.361
57 7.768 86 5.022
59 18.514 87 14.889
60 27.872

Table 4. Calculated Radiative Decay Rate (kr) and Nonradiative Decay Rate (knr) from S1 to S0 and the Corresponding
Fluorescence Quantum Yield (η) at Different Temperatures for Isolated CPEI Molecule and Molecule-in-Cluster

isolated molecule molecule-in-cluster

T [K] kr [s
−1] knr [s

−1] ηtheory ηexpr.
a kr [s

−1] knr [s
−1] ηtheory ηexpr.

a

300 0.61 × 108 3.28 × 1011 1.86 × 10−4 <0.001 2.17 × 108 5.64 × 108 0.278 0.192
250 0.71 × 108 3.21 × 1011 2.21 × 10−4 2.19 × 108 5.58 × 108 0.282
200 0.82 × 108 3.12 × 1011 2.63 × 10−4 2.21 × 108 5.53 × 108 0.286
150 0.96 × 108 3.02 × 1011 3.18 × 10−4 2.23 × 108 5.49 × 108 0.289
100 1.14 × 108 2.83 × 1011 4.03 × 10−4 2.24 × 108 5.46 × 108 0.291
77 1.25 × 108 2.66 × 1011 4.70 × 10−4 2.24 × 108 5.45 × 108 0.291
50 1.38 × 108 2.27 × 1011 6.08 × 10−4 2.25 × 108 5.44 × 108 0.293
20 1.55 × 108 1.41 × 1011 1.10 × 10−3 2.25 × 108 5.44 × 108 0.293

aReference 13.
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while for the cluster, those are mainly from the bond length
(63%) associated with the C−C stretching vibration, the
contribution that comes from the dihedral angle is only 14%.
These results further confirm that the modes of rotation
motions are crucial to determine the photophysical property.

V. CONCLUSIONS
In summary, we have theoretically investigated the aggregation
effect on the photophysical properties of CPEI molecule
employing the QM/MM approach and a distorted and
displaced harmonic oscillator model. It is found that
aggregation originated from intermolecular hydrogen-bonding
interaction can largely suppress the nonradiative decay but does
not much influence the radiative decay, thus increasing the
fluorescence quantum yield by 1490 times from isolated
molecule to aggregate state, in nice agreement with the
experiment. It is found that in the solid state, the intermolecular
hydrogen-bonding interaction makes the main conjugation
backbone (C1C2) close to planar and the intramolecular
rotations are restricted by molecular packing. The N−H bond
stretching mode in the gas phase is 3604 cm−1, which is
decreased to 3527 cm−1 in aggregate state, manifesting
remarkable hydrogen-bonding interaction. Also, the fluores-
cence quantum yield is found to be insensitive to temperature
in aggregate because of the hydrogen-bonding nature.
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