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a b s t r a c t

Photo- or electro-excited states in polyatomicmolecules, aggregates, and conjugated poly-
mers are at the center of organic light-emitting diodes (OLEDs). These can decay radiatively
or non-radiatively, determining the luminescence quantum efficiency of molecular mate-
rials. According to Kasha’s rule, light-emission is dictated by the lowest-lying excited state.
For conjugated polymers, the electron correlation effect can lead the lowest-lying excited
state to the even-parity 2Ag state which is non-emissive. To understand the nature of the
low-lying excited state structure, we developed the density matrix renormalization group
(DMRG) theory and its symmetrization scheme for quantum chemistry applied to calculate
the excited states structure. We found there are three types of 1Bu/2Ag crossover behav-
iors: with electron correlation strength U , with bond length alternation, and with conjuga-
tion length. These directly influence the light-emitting property.

For the electro-excitation, carriers (electron andhole) are injected independently, form-
ing both singlet and triplet excited bound states with statistically 25% and 75% portions, re-
spectively. We found that the exciton formation rate can depend on spin manifold, and for
conjugated polymers, the singlet exciton can have larger formation rate leading to the in-
ternal electroluminescence quantum efficiency larger than the 25% spin statistical limit. It
is originated from the interchain electron correlation aswell as intrachain lattice relaxation.

For the dipole allowed emissive state, the radiative decay process via either sponta-
neous emission or stimulated emission can be computed from electronic structure plus
vibronic couplings. The challenging issue lies in the non-radiative decay via non-adiabatic
coupling and/or spin–orbit coupling. We developed a unified correlation function formal-
ism for the excited state radiative and non-radiative decay rates. We emphasized the
low-frequency mode mixing (Duschinsky rotation) effect on the non-radiative decay. We
further combined the non-adiabatic coupling and spin–orbit coupling for the triplet state
decay (phosphorescence) quantum efficiency. All the formalisms have been developed an-
alytically, which have been applied to optical spectroscopy, aggregation-induced emission
phenomena, and polymer photovoltaic property.
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1. Introduction

The discovery of organic and polymeric light-emitting diodes (OLEDs) by Tang et al. [1] and Friend et al. [2] has opened the
door of organic electronics, which now becomes a sizable industry. Conjugated organic materials or organic semiconductors
have attracted tremendous attentions since then. In addition to OLEDs, there have been also remarkable progresses achieved
for organic field-effect transistors [3], organic solar cells [4], bio- and chemico-sensors [5], organic spintronic devices [6] and
molecular magnets [7] based on organic semiconductors. The electronic processes govern the optoelectronic properties.
Especially, the structure and dynamics of the electronic excited state dictate light-emitting process. In a typical light-
emitting diode, the organic semiconductors (OS), being organic molecules or conjugated polymers as prepared either by
sublimation or by spin-casting, are sandwiched between two electrodes with different workfunctions. The anode consists
of usually transparent conducting glass Indium-Tin-Oxide (ITO)withworkfunction∼5 eV and the cathode can be aluminum
or calciumwith lower workfunction. When a small voltage is applied to the device, electron is injected through the cathode
and the hole through the anode into the OS. The free carriersmigrate in the OS andmeet to form bound state, the exciton, the
linear combination ofmolecular excited states. For organic film, the exciton is usually of Frenkel type, namely, intermolecular
charge transfer component is negligible in many cases. And in conjugated polymers, the exciton is eventually formed in a
single chain with a size typically extended to a few unit cells [8].

According to Kasha’s rule, the fluorescence is determined by the lowest electronic excited state [9]. Suppose the lowest
molecular or polymeric excited state is dipole forbidden (by symmetry/parity reason for instance), there is no fluorescence.
For example, polyacetylene in the neutral form is non-emissive, because of the long known fact that the lowest excited
state in polyene is of even parity 2Ag state [10]. Earlier quantum chemistry calculation at the configuration interaction
(CI) level found that though the single transition from the highest occupied molecular orbital (HOMO) to the lowest
unoccupied molecular orbital (LUMO) is dipole-allowed, the dipole forbidden double excitation is stabilized by inclusion
of electron correlation effect [11]. This is not only an important manifestation of electron correlation effect in conjugated
polymers, but also serves as a border line for emissive and non-emissive polymers. Polyacetylene (PA), polydiacetylene
(PDA), polythiophene (PT) etc. are non-emissive or weakly emissive, because their lowest excited state is of 2Ag type.
Polyparaphenylene (PPP), polyparaphenylene vinylene (PPV), polyfluorene (PF) etc. are emissive due to the lowest excited
state of 1Bu character. Soos et al. demonstrated that a single parameter, the bond-length alternation (δ), can serve as a
structure indicator to distinguish them. Namely, for small δ the 2Ag state is below 1Bu [12]. It was found that the ordering of
these two states is very sensitive to the level of theory treating electron correlation effect. Even for short polyene molecule,
a CI with single excitation determinant always produces 2Ag > 1Bu, while by inclusion of double and higher excitation
determinants, one obtains just the opposite. This immediately calls for a reliable methodology for the low-lying excited
state structure with proper treatment of electron correlation. CI based methods even at the multi-reference determinant
(MRDCI) level suffer from both size-consistency and computational cost problems. But such calculations have indeed played
important role in revealing the general picture, for example, by Tavan and Schulten [13]. Along the same line, Soos and
collaborators had developed an extensive generalized valence bond (GVB) approach to investigate the photophysics of
linear chain, which is exact solution for the model Hamiltonian [14]. The maximum size they can treat is 16–18 orbitals or
electrons [15]. Due to the electron correlation difficulty, in practice, for a new polymer structure, theory nowadays cannot
predict its light-emitting nature, even not qualitatively. As shown by Shuai and Brédas, the equation of motion method
based on coupled cluster single and double excitation (EOM/CCSD) also failed to predict right ordering for larger than



Author's personal copy

Z. Shuai, Q. Peng / Physics Reports 537 (2014) 123–156 125

22 π-orbitals of a linear polyene [16]. Modern computational chemistry has been largely developed based on density
functional theory (DFT) and its excited state development of time-dependent density functional theory (TDDFT) [17].
Undoubtedly, DFT based methodology has completely changed the computational chemistry land scape. The standard and
commonly practiced TDDFT (for instance based on B3LYP functional) does not allow a correct description for the excited
state ordering. Recent developments in TDDFT by including double excitation character have been shown to be promising
in reproducing the correct ordering for small molecules [18].

The approach we developed to look at the excited state ordering was along the line of ‘‘nearly exact’’ solution to model
system, fromHubbardmodel (t−U only) [19] to the extended Hubbard–Peierls (t, δ,U, V ) model, and to the semiempirical
quantum chemistry Pariser–Parr–Pople (long-range Coulomb potential) model [20]. These models capture the essential
electron-correlation effect in conjugated polymer. Following the original idea of density matrix renormalization group
(DMRG) proposed by White in 1992 [21], we have made the following developments: (i) introduction of a symmetrization
scheme in 1996 by Ramasesha et al. which divides the renormalized Hilbert space according to spatial inversion, spin-
flip, and charge conjugation symmetry [22]. This not only reduces the computational costs, but most importantly allows
facile excited state targeting by excluding the intruding spaces; (ii) extension in 1997 to the long-range potential so that a
general quantum chemistry model can be dealt with for very high precision [23]; (iii) introduction of linear and nonlinear
response formalism in 1998 [24]. In this Report, we will introduce the work on the excited state ordering study from the
DMRG consideration in Section 2 for understanding the polymer light-emitting property. Based on our understanding from
correlated electrons, we also proposed a practical rule deriving frommolecular orbital calculations to design light-emitting
polymers with proper excited state ordering.

Prior to exciton formation in electroluminescence, charges carriers (electrons and holes) are injected into organic
materials. The exciton can diffuse and decay radiatively or non-radiatively. Only the radiative decay gives rise to photon. The
generated photo should escape the device through the ITO electrode, with most photons are reabsorbed within the device.
The overall external quantum efficiency can be written as: η = ηrecηSηplηOC [25]. These are ratios of exciton recombination
from free carriers, portion of singlet exciton, photoluminescence efficiency, and the optical outcoupling constant (portion
of photons which are not reabsorbed inside the device), respectively. The ηOC for organic device is generally believed to be
about 0.2, or, only 20% of the generated photons can escape the device. Suppose all the carriers can formboundpair (ηrec = 1)
and the photoluminescence quantum efficiency is 100%. Statistically, 1/4will form singlet pairs and 3/4 triplet pairs, thus it
is expected that singlet exciton formation portion is 25%. Then the overall external electroluminescence quantum efficiency
is limited to 5% for fluorescence materials. One way to break this limit is to introduce heavy elements to enhance spin–orbit
coupling [26,27]. If both singlet and triplet excited state can decay radiatively, the internal quantum efficiency can go up to
100%, aswas demonstrated by Adachi et al. [28]. However, such picture has been challenged by Cao et al. experimentally [29]
and by Shuai et al. theoretically [30]. These authors believed that indeed the 25% limit holds for small molecules, but for
long conjugated chains, the exciton formation rate for singlet state can be larger than that of triplet state. Dynamically, the
eventually formed singlet exciton portion is larger than 1/4. There have been immediate supports from ample spectroscopy
evidences that singlet exciton formation rate is larger than the triplet state. Recent advances in spin dynamics in organic
systemsbecomeevenmore important, including themagnetoresistance [31],magnetoelectroluminescence [32], spin-valves
etc. [33]. Novel phenomena have been discoveredwith excitements. This is still an open areawithmysteries.Wewill present
our theoretical views on the spin-dependent exciton formation in Section 3.

Now, suppose a singlet or triplet excited state is formed. The next question is how it will decay. Namely, what are the
radiative and non-radiative rates? The radiative decay is through the spontaneous emission which gives rise to photon. The
electric dipole transition moment between the excited state and the ground state is the fundamental physical parameter.
If this quantity is zero (for instance, for 2Ag state), light-emission is not allowed. This is fully understood and the transition
rate can be easily computed through oscillator strength by virtue of Einstein’s spontaneous radiation theory as kr ∼ fE2

g /1.5
where f is the dimensionless oscillator strength and Eg is the transition gap (in unit of cm−1) to give rise the rate in unit
of s−1. This becomes very complicated for polyatomic molecules with vibronic couplings. Apart from the difficulty for
excited state geometry optimization and vibrational modes, the computational costs for Franck–Condon factors at finite
temperature or the spectral density become intractable in the sum-over-vibrational-states formalism, especially, when
Duschinsky rotation and/or Herzberg–Teller effects are taken into accounts. Our recent developments based on correlation
function or generating function by following the earlier work of Lax [34], Kubo [35] have been demonstrated very successful
for complex molecules [36–40].

However, the non-radiative decay, especially the non-adiabatic decay of the lowest excited state to the ground state is
far more complicated than the radiative decay process. Theoretically, this is a quantum dynamics problem for at least two
potential energy surfaces. Though such a problem can only be solved for molecule with less than 4 atoms, there have been
progresses made along this direction for complex systems [41–48]. However, so far, the non-adiabatic electron dynamics
is limited to tens of picoseconds, suitable for studying the ultrafast conical intersection process with photochemical
or biological interests. As far as light-emitting process is concerned, the radiative decay time ranges from millisecond
(phosphorescence) to nanosecond (fluorescence). In the foreseeable future, quantum electron dynamics simulation is not
expected to tackle this issue: the time step for electron dynamics simulation is usually attoseconds, and that for nuclear
dynamics is about 0.1 femtosecond. There are from 9 to 12 orders of magnitude difference in timescale. This is a formidable
challenge. Nevertheless, this issue has been tackled long backwith physicsmodel, for example, the Huang–Rhys formulation
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of multiphonon non-radiative relaxation processes in 1950 [49], originally developed for the light-emitting from the color
center in solids. The basic assumption is the Fermi-Golden rule for two quantum states modeled by displaced harmonic
oscillator. In the 1960s, Lin [50], Jortner and others [51] further developed such formalism for molecular problems. Recent
remarkable development has been along the line of correlation function formalism,which has been demonstrated to be both
efficient and reasonably reliable [52]. Especially, such formalism has been extended by combining non-adiabatic coupling
with spin–orbit coupling for treating both the radiative and non-radiative decays for phosphorescence [53]. We further
consider the aggregation effects in this formalism and we found it can well account the recent discovered aggregation-
induced emission (AIE) phenomena [54]. This will be introduced in Section 4.

2. Excited state ordering for extended chains — a density matrix renormalization group study

2.1. Introduction to DMRG: application to conjugated polymers

Density matrix renormalization group theory (DMRG) was first proposed by White for quantum system, which was
demonstrated to have an unprecedented high accuracy when the real space renormalization scheme is carried out in the
reduced density matrix Eigenspace. It systematically thins out of degrees of freedom leading to effective Hamiltonian. For
many kind of materials, notably, the inorganic semiconductors with large dielectric constant ε > 10, the one-electron
picture is very successful as the electronic structure can be ideally described by a band model. Organic materials usually
have much lower dielectric constant (ε ∼ 2–4), thus the Coulomb interaction in solid cannot be effectively screened out.
Thus, DMRG is the most suitable method for conjugated polymers.

In a one-electron molecular orbital picture, the lowest excited state in polyenes is a single promotion of electron from
HOMO to LUMO which is of odd-parity and dipole allowed, while the second lowest excited state is a linear combination
of HOMO−1 to LUMO and HOMO to LUMO+1 which is of even-parity and dipole forbidden character. It is well established
now that the electron correlation effect stabilizes the even parity state by mixing double excitation of HH->LL type, leading
to the 2Ag < 1Bu. This is based on the picture of configuration interaction derived from molecular orbitals. In real space,
for a chain with N-site (atomic pi-orbital for carbon) and N pi-electron (half-filling), the atomic orbital can be empty, singly
occupied with up or down electron, or doubly occupied. The probability for double occupation is 25% if there is not electron
correlation. Hubbard introduced a penalty U for double occupation, allowing aminimum description of electron correlation
effect yet exactly soluble [55–57]. For strongly correlated electrons (U >> t), the double occupied sites tend to be zero and
the Hubbard model is equivalent to a t − J model widely employed to study the cuprite superconductivity [58] and at half-
filling to the Heisenberg model with spin half for magnetism. For S = 1/2 spin chain, the excitation is gapless according to
Haldane conjecture [59]. That corresponds to a diminishing triplet excited state in molecule picture. It was also speculated
that two triplet states form the 2Ag state [16], leaving it with very low excitation energy. At the same time, the dipole-
allowed 1Bu excitation corresponds to one empty site and one doubly occupied site, which is stabilized by kinetic energy
(moving electron and hole) but strongly destabilized by a positive U term.

Such a picture has been extensively employed by Soos, Mazumdar, Ramasesha et al. in emphasizing the electron
correlation picture, [60–62] challenging the widespread single electron band picture. As far as exciton is concerned, there
is a problem with the Hubbard U-only description, namely, the attraction term between electron and hole is missing in the
Hubbard model. The minimum model to describe exciton binding along this line is to add a nearest-neighbor potential V ,
the extended Hubbard–Peierls model to study the exciton binding energy [63], excited state orderings and nonlinear optical
responses in conjugated polymers, which reads:

H = −


i

t[1+ (−1)iδ](c+iσ ci+1σ + h.c.)+ U


i

ni↑ni↓ + V


i

(ni − 1)(ni+1 − 1) (1)

where t is the nearest neighbor pi-orbital hopping integral which stabilize charge transfer, δ is the dimensionless bond-
length alternation parameters defined for alternating single-double bonds: t(1 + δ) for double bond and t(1 − δ) for
single bond. U is the Hubbard’s penalty for double occupation and V is the nearest neighbor Coulomb potential. Due to
the complexity of both δ and V , this model cannot be solved exactly. Shuai et al. made further extension of Eq. (1) to a
long-range Coulomb interaction potential [23] by replacing the last term by the Pariser–Parr–Pople (PPP) Hamiltonian:

i<j V (rij)(ni − 1)(nj − 1) and V (r) had been chosen as Ohno–Klopman type potentials. [64,65].
It was generally believed that the accuracy of DMRG drastically decreases for long-range interaction. For example, the

2-dimensional t − J model designed for superconductivity was mapped to a 1-d chain with long range hopping term. The
accuracy is no more guaranteed. [66] However, we found that by extension to the long range density–density interacting
term, DMRG works very well. [67] One year later, Fano et al. independently worked out PPP model for the ground state of
polyenewith DMRG [68]. Then, a DMRG study for the general ab initio quantum chemistry Hamiltonian has been formulated
by White and Martin [69]. These advances are now regarded as the start of quantum chemistry DMRG [70], an important
field for accurate computation, largely enhancing the active space for multi-reference CI by Chan et al. [71].

The practice of DMRG for a linear chain electron system is the following: (i) starting from one site with Hilbert space of
4, namely, |0⟩ for empty, |↓⟩ for down spin, |↑⟩ for up spin, and |X⟩ for double occupation. All the quantum operators as
well as Hamiltonian in Eq. (1) can be expressed as a 4 × 4. This is called a system, indexed by i. (ii) Then, we expand the



Author's personal copy

Z. Shuai, Q. Peng / Physics Reports 537 (2014) 123–156 127

system by adding another site called environment, also with 4× 4 space, indexed by i′. Now, the system plus environment
consists of a direct product space with 16× 16 dimension indexed by ii′. (iii) Since now the system and environment is the
same (one site), we add one site both to the system and to the environment forming superblock of system (two sites σ and
σ ′) and environment (two sites). The Hamiltonian equation (1) for the system plus environment now can be solved exactly
giving the lowest Eigenstate as:

ψg =

i,j

ciσσ ′i′ |i⟩|σ ⟩|σ ′⟩|i′⟩. (2)

Now the system is expanded from |i⟩ to |i⟩|σ ⟩. We can construct the reduced density matrix for the system as:

ρiσ ,jτ =

σ ′i′

ciσσ ′ i′∗cjτσ ′ i′ (3)

where jτ are the column indices for theHilbert space of the new system. The reduced densitymatrix has the same dimension
as the Hilbert space. Due to the normalization condition for |ψg⟩, the trace of ρ is unity:

tr(ρ) =

iσ

ρiσ ,iσ =

iσσ ′ i′

ciσσ ′ i′ciσσ ′i′ = 1. (4)

In other words, if we diagonalize ρ matrix, OρO+ = diag{λ1, λ2, . . .} the sum of all the Eigenvalues should equal to 1
and since the reduced density matrix is positive definite, all the Eigenvalues are positive. It had been observed numerically
that for one-dimensional short-ranged interacting model, the sum of very few Eigenvalues is already close to 1 and most
Eigenvalues are practically zero, implying the Hilbert space is too much redundant for just describing the lowest-lying state
or a few states. In fact, the expectation value of an operator A is simply Ā = tr(Aρ) =


i Aiiλi, implying the importance of

keeping only a few largest λ will be sufficient to describe physical quantity. Then it was proposed to transform the Hilbert
space to the Eigenvector space of the reduced density matrix for the system block (and for the environment block which
are usually the same). Namely, all the operators as well as the Hamiltonian are transformed as: Ã = OAO+, where matrix
O is formed by the Eigenvectors of the density matrix. If all the Eigenvectors are kept, such transformation is canonical
and equivalent. However, one can here introduce a cutoff value m. If we continue to add new site to the system and to the
environment, the system space is expanded by 4 times for each added site until it reaches a cutoff value m. In this case, we
keep only m Eigenvectors with the largest Eigenvalues. Keeping doing this operation, the system space goes from m to 4m
and is cut back to m. This operation is continued until system plus environment reaches the targeted size N . The matrix
representation of the Hamiltonian is expressed in the direct product space of the four blocks (left block, two sites, and right
block):

⟨iσσ ′i′|H|jττ ′j′⟩ = ⟨i|HL|j⟩⟨σ |H1|τ ⟩⟨σ
′
|H1′ |τ

′
⟩⟨i′|HR|j′⟩. (5)

Above renormalization procedure is termed as infinite-system algorithm. The final dimension of the Hamiltonian is 16m2,
instead of 4N . The advantage is that when enlarging the size, the environment contribution is always kept in the reduced
density matrix by virtue of Eq. (2). This minimizes the boundary effect and consists of the essential advantage of DMRG over
the traditional real space RG scheme. Once the desired size N is reached, the effective Hamiltonian can be even optimized
by the ‘‘finite DMRG scheme’’: for a fixed length, N = 2L+ 2, we continue to increase the system (left block) to L+ 1 but at
the same time to decrease the environment to L− 1 until we arrive at a point of (2L− 1)+ 1+ 1+ 1. Then we sweep back
by adding environment size until we come back at L+ 1+ 1+ L. This is called one-sweep DMRG iteration. The iteration can
be carried out for a few more times to further improve the accuracy. This refined basically every site with optimized basis.

2.2. Symmetrization of DMRG for fermion

In the above schemes, the symmetry consideration has been only for the total number of particles and the z-component
of total spin (namely, the number of up spin minus the number of down spin). Ramasesha and co-workers have proposed
a systematic symmetrization scheme in DMRG [22]. Since for conjugated polymers, people are mostly interested at half-
filling case. Therefore, for Eq. (1), there are at least the inversion, electron–hole symmetry (half-filling), and spin up–down
symmetry (half-filling also). The spatial inversion operation classifies the space into A and B. Charge conjugation allows
labeling ‘+’ for covalent and ‘−’ for ionic space. And spin up/down divides states into odd (‘o’) total spin S = 1, 3, 5, . . .
and even (‘e’) total spin S = 0, 2, 4, . . . , though not total spin itself which requires Clebsch–Gordon coefficient to combine
different blocks, which was not implemented.

The charge-conjugation operator (J) interchange, with a phase, the creation and annihilation operators at a site i, such
that Ji|0⟩ = |X⟩, Ji|↑⟩ = (−1)i|↑⟩, Ji|↓⟩ = (−1)i|↓⟩, Ji|X⟩ = (−1)|0⟩. The total operation is a direct product of all the sites
J =


i Ji. The spin parity operation (P) at a site i flips its spin: Pi|0⟩ = |0⟩, Pi|↓⟩ = |↑⟩, Pi|↑⟩ = |↓⟩, Pi|X⟩ = −|X⟩, where the

minus sign comes from the up–down electron commutation. The total parity operation is a product of all the sites P =


i Pi.
C2 symmetry interchanges the states of the left and right halves of the system with a phase factor:

C2|i, σ , σ ′, i′⟩ = (−1)(ni+nσ )(ni′+nσ ′ )|i′, σ ′, σ , i⟩. (6)
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These three operations are independent and commute each other. The combinations form an Abelian group with eight
elements and the eight irreducible representations are labeled as eA+, eA−, oA+, oA−, eB+, eB−, oB+, and oB−. The symmetry
projection operator for a given irreducible representation Γ is given by:

P̂Γ =
1
h


R̂

χΓ (R̂)R̂. (7)

Here, h = 8 is the order of the group, R is the symmetry operator, and χ is the corresponding character (+1 or −1 here).
The symmetry adaptation is obtained by operating Eq. (7) to all the Hilbert basis |i, σ , σ ′, i′⟩. By eliminating the linear
dependence of the resulting basis, we obtained the symmetrizationmatrix for transforming the unsymmetrized basis to the
symmetrized basis. This matrix is again expressed as a direct product of four blocks:

⟨i, σ , σ ′, i′|S2l+2|j, τ , τ ′, j′⟩ = ⟨i|SL|j⟩⟨σ |S1|τ ⟩⟨σ ′|S1′ |τ ′⟩⟨i′|SR|j′⟩ (8)

exactly as the structure of Hamiltonian matrix. This is possible since our symmetry operation is done locally on site. The
symmetrization matrix is renormalized at the same time as the Hamiltonian matrix, S̃l+1 = O+Sl+1O.

Eventually, the total Hamiltonian matrix in the direct product space is transformed into the symmetrized basis by
H̃2l+2 = S+2l+2H2l+2S2l+2 for specific irreducible representation, which is readily to be diagonalized by a Davidson algorithm.
For the Hubbard model, numerical calculation gives an ordering eA+ < oA+ < oB+ < eB+ < eB− < eA− < oB− < oA−.

The symmetrization does not decrease the computational cost, even though the final effective Hamiltonian matrix
dimension is reduced, since we need to work in both the unsymmetrized and the symmetrized spaces. However, since
in DMRG, the renormalization is carried for a target state by which we built the reduced density matrix according to
Eq. (2), the symmetrization is especially useful for targeting the excited state by working on the specific symmetrized space.
For example, the optically allowed states should have symmetry oB− due to the nature of the electric dipole operator. If we
target the ground state, the renormalized basis do not contain enough space for expressing the excited state. However, if we
target the lowest state within the oB− subspace, the resulting effective Hamiltonian can capture most of the excited state
components. If there is no cutoff, the two schemes give the same results.

2.3. Low-lying excited state orderings in conjugated chains

The low-lying excited state orderings is the first criterion for judging the luminescence. Correlated electron systems
possess very different electronic structure from the single electron systems. For short polyene, HOMO to LUMO single
excitation is notably larger than the HOMO to LUMO+1 excitation (1Bu < 2Ag). Once electron correlation turns on, the
ordering is reversed. Itwas found fromexact diagonalization that the critical correlation strength for such ordering crossover
occurs at U/t∼2.5. The physical reason for such crossover is that the ionic 1Bu state increases with U , and the covalent 2Ag
state decreases with U because it is mostly composed of spin excitation which is gapless in strong correlation limit. For an
infinite long chain, the single-electron picture should present almost degenerate 1Bu and 2Ag, since the difference between
LUMO and LUMO+1 is negligible. The crossover behavior can only be investigated with the symmetrized DMRG, since we
should deal with large correlated electron systems. [72] In the conventional DMRG, it is difficult to target 1Bu state, since
there are many states between it and the ground state and the number increases with both chain length and the correlation
strength. Exploiting spin parity, C2, and the charge conjugation, 1Bu state is simply the lowest state in the specified subspace.
The 2Ag state also becomes easier to be targeted since many intruder states have been singled out by symmetry operation.
Thus, we are able to contrast the excited state ordering for short chain (N = 8) to that of long chain (N = 80), which
is shown in Fig. 1 for a bond alternation parameter δ = 0.07. The DMRG cutoff has been chosen between m = 100 and
m = 150, depending on the necessity of numerical convergence at about 10−5. Since our parameters correspond tomoderate
correlation (U/t up to 5), realistic to conjugated polymers, the picture is quite different from the strong correlation. First
we note that the 1Bu increases steadily with U as expected. However, the 2Ag state at lower U increases with U first, and
then levels off, and then decreases with U . Surprisingly, the crossover of 1Bu and 2Ag occurs at the almost the same U value
around U/t ∼ 2.5.

Soos et al. have first demonstrated a crossover on δ, namely, there exists a critical δc , below which the 2Ag is below
1Bu (no light emitting), and above which 2Ag is destabilized to be above 1Bu [73]. In fact, for larger δ, there are more ionic
components in 2Ag. Our DMRG reproduces well the previous finding of such crossover. However, we have demonstrated a
novel type of crossover, the chain length crossover. This is based on our numerical experiment that the critical δc depends
on chain length. Longer chain possesses a smaller δc . Thus, for δ value between the δc of long chain and short chain, there
must occur a crossover with chain length, see Fig. 2. In other words, there should exist parameter windows within which
for short chain 2Ag is below 1Bu (non-emissive), but for longer oligomers, 1Bu is stabilized to be below 1Bu and emission can
be recovered.

It should be noted that such crossover is not universal, because the parameter window is narrow. For instance,
for polyacetylene, δ = 0.07, for both short and long chains, the 2Ag is always below 1Bu. Nevertheless, Fig. 2 sim-
ply indicated such possibility. There existed experimental evidence that light-emitting behavior vary with the length of
oligomers [74].
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Fig. 1. Evolution of 1Bu and 2Ag state energy with U for polyene N = 8 and N = 80.
Source: Reprinted figure with permission from Ref. [72].

© 1997, American Physical Society

Fig. 2. Excited state ordering crossover with respect to chain length.
Source: Reprinted figure with permission from Ref. [72].

© 1997, American Physical Society

Table 1
Low-lying excited state energy calculated by symmetrized DMRG for polyenes (N = 4–30) with PPP model/Ohno potential.

N 4 6 8 10 12 14 16 18 20 22 24 26 28 30

1Bu 5.84 5.05 4.56 4.23 3.99 3.82 3.69 3.59 3.51 3.45 3.39 3.35 3.32 3.29

2Ag 5.33 4.35 3.74 3.35 3.09 2.92 2.79 2.70 2.63 2.58 2.55 2.52 2.50 2.48

The above results have been based on an extended Hubbard model with U and V -terms. In order to better compare with
quantum chemistry, we present the results for Ohno potential. For polyacetylene, the parameters were the same as previous
work: U = 11.26 eV, t = −2.4 eV, δ = 0.07, and the bond-lengths for single and double bonds are 1.45 and 1.36 Å. For
such fully long ranged potential, DMRG can be still regarded as nearly exact, in the sense that (i) when increasing the cut-off
dimension m from 100 to 120, the ground state total energy per electron is lowered only 10−3 eV; (ii) for m = 100, the
difference between 1 and the sum of the kept density matrix Eigenvalues is less than 10−5, which is widely regarded as the
criterion for DMRG accuracy. We plot the 1Bu, 2Ag and twice of T1 state energies in Fig. 3. As is seen, 2Ag is below 1Bu for
all lengths except for N = 4, in agreement with experiments, and 2Ag is indeed close to twice of the T1 state energy. The
numerical values are given in Table 1.
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Fig. 3. Evolution of 1Bu , 2Ag , and twice of the lowest triplet states as a function of polyene length from DMRG calculation for the PPP model.
Source: From Ref. [23].

Table 2
1Bu and 2Ag states energy (in eV) calculated at the EOM/CCSD level with INDO
parameterization for native (−H) and substituted oligo-diacetylenes.

R n 1 2 3

−H 21Ag 5.601 4.255 3.972
11Bu 5.286 4.520 4.109

−CH3 21Ag 5.617 4.256 4.011
11Bu 5.222 4.473 4.088

−OCH3 21Ag 5.260 3.696 3.394
11Bu 4.945 4.186 3.709

−CHO 21Ag 5.055 3.570 3.382
11Bu 4.182 3.696 3.398

−CN 21Ag 5.215 3.642 3.427
11Bu 4.470 3.853 3.508

2.4. Altering excited state ordering by molecular design

So far we understand the origin of crossover behavior. Namely, 1Bu is ionic state while 2Ag consists of mainly covalent
excitation. Electron correlation effect governs the ordering while chemical structure and even conjugation length also play
important roles. Chemical substitutions are effective molecular design methods. For non-emissive polymers, side-chain
substitution can result in charge modification for the main to stabilize the 1Bu state. In fact, even for polyacetylene, there
have been successful examples for substitution induced light-emitting [75]. The question we like to address here is can we
predictwhat types of side-chain substitution can lead to excited state ordering alteration?We carry out a case study for non-
emissive polydiacetylene (PDA) (see Fig. 4). Despite of controversies over the nature of the lowest-lying excited state in PDA
in both experiment and theory, more and more experimental evidences indicated that 2Ag is the lowest-lying excited state
in PDA [76]. PDA has been the only polymer which can be crystallized in large scale thus possessing large carrier mobility
[77,78]. To achieve electrical pump lasing, both light-emitting and largemobility are required. It is thus of important interests
to design PDA to be highly emissive.

The substitution effect could be modeled by introducing site-energy term in the main chain. However, the parameteri-
zation is not an easy task, which could lead to arbitrary conclusion regarding the excited state structure. We thus resort to
quantum chemistry with well-defined model. Since from the PPP model, the bond alternation parameter δ for PDA is small,
which does not fall in the window of any chain length dependent crossover region, we then can use short chain oligomers,
which are tractable by quantumchemistrywith correlated electrons, such as equation ofmotion coupled clustermethod.We
resorted to an Incomplete Neglect of Diatomic Orbital (INDO) parameterized version of home-made EOM/CC program [16],
which can capture the essential features for electron correlation as well as for conjugated structure. In Table 2, we present
the calculated excited states energy for the native and substituted PDA oligomers. It is seen that chemical substitution can-
not alter the ordering, namely, in all the cases, we always have 2Ag < 1Bu. This predicted that it is almost impossible to
modify PDA to be light-emitting.

We carried outmore calculations onother diacetylenederivatives such as 1, 4-pentadiyne andp-phenylenebutadiynylene
oligomers [79], where in some cases, we did find that substitution can cause the excited state ordering alterations.
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a

b

c

d

Fig. 4. Chemical structures of the substituted PDA and derivatives and PA.
Source: Reprinted figure with permission from Ref. [79].

© 2006, World Scientific

Since such calculations involve complicated method with electron correlation, we intended to propose a simple rule to
judge the ability for substitution induced state alteration. We define the following quantity:

ρH/L =


µ∈sub

CHµ
2


µ∈sub

CLµ
2 (9)

where CH(L)µ is the molecular orbital coefficient of HOMO (LUMO) at atomic orbital µ. The summation is only carried out
for atomic orbitals in the polymer backbone linking with the substituents. ρH/L can characterize the induced charge density
modifications between the HOMO and LUMO. This is because that the ionic 1Bu state consists of mostly a transition from
HOMO to LUMO. For conjugated polymer, if the overall electron densities for the HOMO and LUMO are similar, then ρH/L
should be close to 1. In another word, the substitution does not cause much effect on the charge distribution character in
the 1Bu state for the main chain. Namely, the substitution is not expected to alter the ordering of the 1Bu state with respect
to other excited states. Otherwise, if the quantity ρH/L is well away from 1, then, it means that there may cause charge
transfer from the substitute moiety to the main chain part. That is to say, that the substitution is expected to induce charge
redistribution in the lowest-lying excited state structure, which stabilize the ionic 1Bu state while leave the covalent 2Ag
untouched.

Indeed, this simple rule doeswork.Wepresent in Table 3 the calculated results forρH/L for all the substituted compounds.
We are able to observe that in all cases, if ρH/L is close to 1, the substitution effects do not alter the ordering of 1Bu/2Ag; and
if ρH/L is well away from 1, either much larger than or much less than 1, then 1Bu state becomes the lowest excited state.
Thus, we can easily classify the emissive and non-emissive materials according to ρH/L.
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Table 3
The ratio ρH/L for all the compounds investigated in this work, which are classified into two categories: 2Ag < 1Bu and 2Ag > 1Bu . In the former group,
the ρH/L is usually close to 1, while in the latter group, ρH/L is usually either much larger or much less than 1.

2Ag < 1Bu 2Ag > 1Bu

Compound(a) Compound (d) Compound (b) Compound I

R = CH3,N = 2 0.90 R = CH3,N = 2 0.94 R = CH3,N = 1 8.33 R = CH3,N = 2 1.34
R = CH3,N = 3 0.92 R = CH3,N = 3 0.96 R = CH3,N = 2 4.77 R = CH3,N = 3 1.29
R = OCH3,N = 2 0.97 R = CH3,N = 4 0.96 R = CH3,N = 3 4.29 R = CH3,N = 4 1.27
R = OCH3,N = 3 0.99 R = OCH3,N = 2 0.81 R = OCH3,N = 1 1.21 R = OCH3,N = 2 2.31
R = CHO,N = 2 0.79 R = OCH3,N = 3 0.86 R = OCH3,N = 2 1.32 R = OCH3,N = 3 2.09
R = CHO,N = 3 0.80 R = OCH3,N = 4 0.88 R = OCH3,N = 3 1.33 R = OCH3,N = 4 2.02
R = CN,N = 2 0.76 R = CN,N = 2 0.86 R = CHO,N = 1 4.18 R = COOCH3,N = 2 0.27
R = CN,N = 3 0.78 R = CN,N = 3 0.89 R = CHO,N = 2 6.51 R = COOCH3,N = 3 0.30

R = CN,N = 4 0.90 R = CHO,N = 3 – R = COOCH3,N = 4 –
R = CN,N = 1 14.45
R = CN,N = 2 11.03
R = CN,N = 3 –

3. Spin-dependent exciton formation in polymer electroluminescence

3.1. Electronic coupling consideration — interchain bond-charge correlation

The fundamental electronic processes in polymer light-emitting diodes consist of charge injection from electrodes to
polymers, charge transport in the active polymer semiconductors, charge recombinations, and excitation decay. We aim to
address at themolecular level the nature of themain parameters that govern electron-recombination processes in oligomer
and polymer LEDs. We investigate the spin-dependent exciton formation rates in polyparaphenylenevinylene chains and
their evolutions with the chain length. The quantum efficiency of organic light-emitting diodes depends to a large extent on
the nature of the exciton which is a function of both electron-vibration and electron–electron interactions [80]. The exciton
binding energy falls in a few tenth of an eV [81]. Singlet and triplet excitons possess different energies, with difference,
that is the exchange energy, estimated to be larger than half an eV for the lowest excitation in a range of conjugated
polymers [82–85]. They also display different geometry relaxations; due to the possibility of exchange between like spins,
triplet wavefunctions usually display a more spatially confined character, a feature that is especially pronounced for low-
lying excitations [86].

The quantum efficiency for electroluminescence (photoluminescence), ηEL(ηPL), is defined as the ratio between the
number of photons coming out of the device and the number of electrons injected (photons absorbed). In π-conjugated
oligomers and polymers, the ratio ηEL/ηPL is controlled by the fraction of singlet excitons generated in the diode (hereafter
referred to as η2). For a long time, this ratio was thought to follow simple spin multiplicity rules according to which ηEL/ηPL
should not exceed 25% (since the recombination of an electron–hole pair — both spin 1

2– leads to a total of four microstates
with three triplet states and one singlet state).

It must be clearly stated that this issue remains controversial [87] even if there existed some compelling experimental
[29,88–93] and theoretical [30,94–98] evidences that, in conjugated polymers, larger ratios than 25% between EL and
PL quantum yields can be achieved. This stresses the possibility of producing highly efficient polymer LEDs and raises
fundamental questions about the mechanisms determining exciton formation, which we now review.

Cao et al. found that upon improving the electron transport properties of a substituted poly(paraphenylenevinylene)-
based LED device, the ratio of external quantum efficiencies of EL with respect to PL can reach a value as high as 50% [29].
Values of η2 ranging from 0.35 to 0.45 have also been reported by Ho et al. in PPV derivatives [88]. Wohlgenannt et al. have
measured η2 by using a photo-induced absorption detected magnetic resonance (PADMR) technique for a large number
of π-conjugated polymers and oligomers; the experimental η2 values were found to increase with conjugation length
ranging from ∼0.25 in monomers to much larger values in extended π-conjugated systems [90]. Similarly, Wilson et al.
have reported a singlet generation fraction close to 57% in a platinum-containing conjugated polymer, while amuch smaller
value (22%) was inferred for the corresponding monomer [89]. A work reported by Philips was especially important in this
regard and suggested the quantum yields on the order of 60% in polymer LEDs based on polyparaphenylene vinylene or
polyspirobifluorenes [93]. From these experimental data, the emerging picture is that η2 follows closely spin statistics in
small conjugated oligomers or molecules [99] while the 25 % statistical limit can be significantly overcome in polymers.

Charge recombination between an injected electron and an injected hole occurs as a two-step process [92]. First, the
initially fully separated charges coalesce into loosely-bound singlet or triplet polaronpairs, also referred to as charge-transfer
(CT) excitons. In a second step, these intermediate states then decay into lower bound singlet or triplet (exciton). Twomajor
aspects need to be emphasized: (i) since in the first step, spin statistics is always obeyed, if the second step is faster than any
other process affecting the intermediate CT states, spin statisticswill be followed eventually. Thus, overcoming spin statistics
requires that the second step be significantly slower for triplet than for singlet CT states. There are two scenarios to break
down the spin statistics: either intersystem crossing can switch triplet pairs into singlet pairs [100,101] that could decay
down in the singlet exciton manifold; or triplet pairs can have time to dissociate and some of the freed charges can later
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recombine as singlet pairs. (ii) Kadashchuk et al. [102] have carried out a thermoluminescence measurements on ladder-
type phenylene-based polymers. They found that the singlet–triplet splitting among the interchain CT states is merely on
the order on 3–6 meV, allowing intersystem crossing or dissociation of the CT states.

If we denote by σS and σT the cross-sections for formation of neutral singlet and triplet exciton states, the expression for
η2can be written as:

η2 = σS/(σS + 3σT ) = σS/T/(σS/T + 3) (10)

where σS/T = σS/σT . For σS = σT , we get η2 = 25%, the statistical limit; η2 becomes 50% for σS = 3σT ; for σT = 0,
η2 = 100%.

Theoretically, Shuai et al. first suggested that the interchain charge recombination to form exciton is a spin-dependent
process [30,94]. The origin of such dependence is from the electronic coupling termwhen the interchain electron correlation
involves off-diagonal term, of the type of [µµ|µν]. Bittner and co-workers have simulated the dissipative dynamics of an
extended one-dimensional polymer system coupled to a phonon bath [95,96]. When applying this formalism to a quantum
molecular dynamics simulation of the formation of exciton states from polaron pairs, they found a clear correlation between
the rates for intrachain generation of singlet and triplet excitons on a single long PPV segment and the corresponding binding
energy: the ratio σs/σT was calculated to evolve linearly with the singlet to triplet binding energy ratio [95]. This evolution
was explained in terms of spin specific energetics and mutual vibronic couplings between the excited states on an isolated
polymer chain. We argued that the rate limiting step is the interchain charge recombination process from the CT states into
the manifold of intrachain singlet and triplet excitons, followed by faster downhill internal conversion driven by vibronic
couplings. Mazumdar and co-workers also reported chain-length dependent formation cross-sections for interchain charge
recombination, based on exact calculations for small polyene chains [97].

For both charge transfer and the energy transfer processes, the interchain channel is dominant since the intrachain
process is too fast and the overall efficiency is controlled by the much slower interchain ones. In such situation, the Fermi
Golden Rule is appropriate to apply.

kif =
2π
}
|⟨ψi|V |ψf ⟩|

2ρ(Ef ) (11)

where i represents the initial state and f the final state, V is electronic coupling depending on the nature of process, and ρ
is the density of state (DOS). For both charge and energy transfers, the transition mechanisms involve vibrational motions
driving the reaction coordinates from reactants to products. We emphasize that the charge recombination should be a bi-
molecular process. So we introduced a general interchain interaction perturbation term including both one-electron and
two-electron terms:

H ′ =

pq

hpqp+q+
1
2


pqsr

⟨pq|rs⟩p+q+sr. (12)

Each has a mixing of chain 1 and 2 spin–orbital indices: hpq is the interchain hopping integral hpq =


µ1ν2
t⊥µ1ν2

ψpµ1ψqν2
and ⟨pq|rs⟩ =


µνστ ψpµψqνψrσψsτ [µσ |ντ ] is the interchain Coulomb integral. It is always reasonable to assume that the

exciton is localized on a single polymer chain. Under the configuration interaction with single (CIS) excitation description,
the spin-adapted exciton state is expressed as:

|x1⟩ =
1
√
2


i1a1

Zi1a1(a1↑
+i1↓ ± a1↓+i1↓)|0⟩ (13)

where index 1 is for chain 1, a for virtual and i for occupied orbitals, |0⟩ for Hartree–Fock single reference determinant, and
Z is the CIS coefficient. The initial state to describe the electroluminescence is a CT state:

|in1⟩ =
1
√
2
(L2↑+H1↑ ± L2↓+H1↓)|0⟩. (14)

In both Eqs. (13) and (14),+ and− in the combination represents spin singlet and triplet, respectively. And in Eq. (14), L is
for LUMO (electron injection) and H for HOMO (hole injection). So Eq. (14) is a CT state with hole on chain 1 and electron
on chain 2. When evaluating ⟨x1|H ′|in1⟩, it can be shown that the only contribution from the two-electron term is the non-
diagonal Coulomb integral of the type (11|12) or (22|21), or interchain charge-bond interaction, which had been found to
play important role for polymer dimerization [103] and in photo-induced charge transfer process [104]. In parallel to one-
electron integral termed as t⊥, we term such off-diagonal integral as X⊥ for the closest pair of interchain atomic orbitals:

⟨x1|H ′|in1⟩ =

a1

ZH1a1


µ1ν2

ψa1µ1ψL2ν2(t
⊥

µ1ν2
+ X⊥µ1ν2

)±

i1a1

Zi1a1

µ1ν2

ψa1µ1ψH1µ1ψi1µ1ψL2ν2X
⊥

µ1ν2
. (15)

Immediately, we see that first-order perturbation for the charge recombination rate (electronic coupling term) depends on
the spin manifold. The origin of the difference arises from the off-diagonal interchain bond-charge correlation X⊥. We have
performed ab initio quantum chemistry calculation for butadienes dimer cofacially separated by 4 ´Åwith theminimal basis.
It is found that the X⊥ is about one fourth of t⊥. This is a non-negligible effect.
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Fig. 5. Evolution with chain length of the ratio between the exciton formation electronic couplings, Vif , into the lowest singlet and triplet excited states,
in cofacial (solid line) and head-to-tail (dashed line) configurations.
Source: Reprinted figure with permission from Ref. [105].
© 2004, Wiley-VCH

3.2. Driving force makes difference in the charge recombination process

Further, we take PPV oligomer dimer and compare from N = 2 (trans-stilbene) to N = 6. We consider two typical
dimer stacking modes: cofacial (H-aggregate) and head-to-tail (J-aggregate). Quantum chemistry calculation based on PPP
Hamiltonian showed that the electronic coupling (between CT state and the lowest exciton state) ratio of singletwith respect
to triplet manifold is consistently higher than 1, see Fig. 5, in consistency with the butadiene dimer case.

The above discussion was based on only the electronic coupling term, namely, the electron tunneling between two
polymer-chains, or the prefactor in Eq. (11). Beljonne et al. [105] had further considered the density of states term in
Eq. (11) by employing a charge transfer formula [106] to estimate the charge recombination rates for singlet and triplet
exciton formation. It was found that : (i) kS/kT ratio is smaller or close to one for short chain (N = 2) oligomer, while it is
much higher in long chain (N = 6); (ii) in spite of the relatively small electronic couplings, the calculated recombination
rates at room temperature are relatively fast: inN = 2, on the order of 109–1010 s−1 for both singlets and triplets; inN = 64,
ca. 1010–1011 s−1 for singlets but significantly smaller, 107–108 s−1, for triplets.

So far, we have proved the principle that the conventional wisdom of spin statistics can be beaten. Namely, the internal
quantum efficiency for organic electroluminescence can exceed the believed 25% ! The key issue here is that the charge
recombination process falls in the Marcus inverted regime that the larger the driving force, the slower the charge transfer
rate. In order to provide deeper insight and simpler clues for highly efficient light-emitting materials design, we may write
down a simple relation from the Fermi Golden Rule, for the formation probability from an initial state (the free charge pair)
to a final state (the bound ionic exciton) as:

p =
 ⟨i|H ′ |⟩ sin(ωfit/2)

Ei − Ef

2 (16)

where p represents the exciton formation probability. The formation rate is the time derivative of the above quantity:

σ =
dp
dt
=

⟨i|H ′ |⟩2 sin ωfit


2}Efi
. (17)

Thus, apart from the prefactor as well as the time oscillation, the ratio of singlet exciton formation rate with respect to the
triplet is simply expressed as [107–109]:

rS/T =
σS

σT
=


ET
CT − ET1

ES
CT − ES1


=


ET
b

ES
b


(18)

where Eb is the binding energy of exciton (difference between CT state and the exciton state in the respective spinmanifold).
These quantities are sensitive to the chemical structure of materials as well as external electric field. Such approximate and
simple relation is helpful for molecular design. Namely, for a givenmaterial, the ratio of singlet exciton is determined by the
singlet exciton binding energy and the singlet–triplet splitting, by which Eq. (18) is rewritten as:

rS/T =
ES
b +∆ST

ES
b

= 1+
∆ST

ES
b

(19)
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Table 4
Singlet and triplet excitation energies (in eV) for the oligomers and polymers. Column 1 indicates the oligomers (n = 2,
3, 4, 5) and the polymer (n = ∞) for different materials. The calculated singlet and triplet excitation energies through
INDO/CCSD-EOM for the oligomers and polymers are listed in column 2 and 4, respectively. The available experimental
singlet and triplet values are listed in columns 3 and 5 for comparison.

PEDOT Calc. (S) Exp. (S) Calc. (T ) Exp. (T ) MEHPPV Calc. (S) Exp. (S) Calc. (T ) Exp. (T )

n = 2 3.83 3.87 1.56 n = 2 4.08 2.74
n = 3 3.28 3.10 1.27 n = 3 3.61 2.52
n = 4 2.97 1.13 n = 4 3.34 2.33
n = 5 2.78 1.05 n = 5 3.25 2.17
n = ∞ 2.09 1.60 0.70 n = ∞ 2.66 2.48 1.85 1.30
PTV PPV
n = 2 3.79 3.45 1.69 1.52 n = 2 4.48 4.01 2.40 2.13
n = 3 3.25 2.85 1.39 1.32 n = 3 3.83 3.44 2.37
n = 4 3.00 2.56 1.27 1.23 n = 4 3.61 3.20 2.23
n = 5 2.87 1.25 n = 5 3.51 3.07 2.17
n = ∞ 2.24 1.80 0.91 n = ∞ 2.80 2.45 2.05
PT PPE
n = 2 4.04 4.05 1.85 2.23 n = 2 4.83 3.29
n = 3 3.55 3.49 1.52 1.93 n = 3 4.28 3.26
n = 4 3.28 3.16 1.36 1.81 n = 4 4.03 3.11
n = 5 3.09 2.99 1.27 1.72 n = 5 3.90 3.05
n = ∞ 2.48 2.20 0.89 n = ∞ 3.26 3.20 2.92
mLPPP PFO
n = 2 3.88 3.30 2.64 2.23 n = 2 4.13 2.77
n = 3 3.72 2.57 n = 3 3.88 3.56 2.66
n = 4 3.56 2.52 n = 4 3.77 3.43 2.56
n = 5 n = 5
n = ∞ 3.27 2.72 2.41 2.08 n = ∞ 3.40 3.22 2.36 2.30

where ∆ST is the singlet–triplet splitting energy. Through quantum chemistry calculation, we first look at this ratio as a
function of polymer structure [109]. Wohlgenannt et al. have measured a series of semiconducting polymers and plotted
the ratio rS/T as a function of the optical gap [110]. Thismeasurement has been questioned by Segal et al. [87,111] and Reufer
et al. [112]. The latter claimed that in both small molecule like Alq3 and conjugated polymers, the electro-excited singlet
exciton portion cannot exceed the 25% spin statistical limit.

We employed the coupled-cluster equation of motion (EOM/CC) for semiempirical INDO model Hamiltonian to
calculate the lowest singlet and triplet excited states [109] for polythiophene (PT), poly(3,4-ethylenedioxythiophene)
(PEDOT), poly(thienylenevinylene) (PTV), polyparaphenylene vinylene (PPV), MEHPPV, polyparaphenylene ethylene (PPE),
polyfluorene (PFO), and ladder-type polyparaphenylene (mLPPP). The results for the polymer are extrapolated through
computations for the oligomers with increasing length. The computational results are depicted in Table 4, in comparison
with the available experimental values. We find that the deviation of the calculated values from experiments is 0.29 eV
for oligomers and 0.32 eV for polymers, which is acceptable when comparing with the state-of-the-art quantum chemistry
methods for large system. Moreover, we find that the trend of optical gap is fully in agreement with experiment, that is,
PEDOT < PTV < PT < MEHPPV < PPV < PPE < mLPPP < PFO. ∆ST is calculated from the difference of the extrapolated
polymer singlet and triplet excitation energies.

The singlet exciton binding energy (Eb) for conjugated polymers is another long-standing controversial issue in this field.
It has been claimed that Eb should be less than room temperature for PPV since the onset of photocurrent coincides well that
of optical absorption, among other reasons [113], namely weakly bound e–h pair. Transient nonlinear optical detection also
claimed that Eb should be larger than 0.85 eV for different reasons including the detection of 2Ag state and another onset of
giant photocurrent inmuch higher energy [114], namely strongly bound e–h pair. More electrical and optical measurements
showed that formost of the light-emitting polymers, Eb is the vicinity of 0.4∼0.5 eV [115,116], namely, intermediately bound
e–h pair. From a DMRG ‘‘nearly’’ exact solution, we have lent support for the intermediate exciting binding regime [63].
Here, for simplicity, we assume an exciton binding energy of 0.5 eV for all the light-emitting polymers studied here. Now,
using Eq. (19) and Table 4, we can plot the singlet/triplet formation ratio as a function of optical excitation gap, see Fig. 6,
in comparison with the measurement of Wohlgenannt et al. [110]. The overall tendency agrees well with the experiment,
providing further evidences to clarify this highly controversial issue.

3.3. Recent experimental verifications

Recently, Kieffer et al. [117,118] have successfully designed fluorine and fluorenyl based derivatives by incorporating
electron-withdrawing/donating groups to achieve balanced charge transport. They have obtained highly efficient blue-
emitting OLEDs from which the singlet portions have been analyzed to be ranging from 40% to over 60%. These values
have been fully justified according to Eq. (19) coupled with quantum chemistry calculations. We can now conclude that in
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Source: Reprinted figure with permission from Ref. [109].
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the organic electroluminescence, more than 25% singlet exciton can be formed, challenging the conventional wisdom. This
is not only supported by photophysical measurements, but also by realization of highly efficient light-emitting materials
design. Forrest et al. proposed and succeeded at employing triplet exciton emission through incorporating heavy atoms
such as Ir, or Pt to enhance the phosphorescence. Nearly 100% internal quantum efficiency has been attained [28]. However,
triplet emission suffers from sharp decreasing of efficiency at high current density due to triplet–triplet annihilation and
slow response due to the long triplet life time. Recent advances by Adachi et al. employed thermally activated delayed
fluorescence (TADF) is one exciting way to overcome the triplet problem by converting the triplet exciton to singlet [119].
This is done by designing molecules with very small exchange energy. Such an approach can indeed avoid the problem of
triplet collision. However, the response time is even longer than triplet emission since one need to wait the triplet reverse
intersystem conversion. According to Eq. (19), in order to achieve higher singlet portion from electro-pump, the material
design should be directed for large exchange energy∆ST (in sharp contrast to Adachi’s approach) and small singlet exciton
binding energy (Eb). It is not easy to achieve both since these have the same origin, the electron correlation. Nevertheless,
chemistry can often make magic, especially with the fast developments in both computational technology and theoretical
chemistry methodology.

4. Correlation function formalism for optical spectra and photoluminescence efficiency

After electrical excitation and supposingwehave excitons, then it comes to the question of photoluminescence. The light-
emitting efficiency depends on a competition between radiative decay and non-radiative decay in both singlet manifold
(fluorescence) and triplet manifold (phosphorescence). Exciton is a collective excitation of electronic excited state in
molecular aggregates or solids with regular intermolecular arrangements. However, in organic light-emitting diodes, the
materials are usually in amorphous phase. And the most commonly encountered situation is that the photoluminescence
spectrum in solution is very close to that in amorphous films. The exciton state is often approximated by molecular excited
state. The excitons in conjugated polymers and molecular aggregates have gained strong interests. Great advances have
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been achieved by Spano [120] for molecular crystals, Knoester [121] for nanowires, and Gierschner et al. [122] for polymeric
aggregates among others. In these formulations, the exciton–phonon coupling is usually taken as parameter for only one or
sometimes two vibration modes with fittings to the optical spectra for understanding the physics origin of optical spectra.
Here, we focus onmore quantitative descriptions at the polyatomicmolecular level by considering all the vibrational modes
and their couplings with electronic excited states to work out formalisms ready for quantum chemistry calculations at the
first-principles level.

4.1. Interaction of light with molecules

Light is an electromagnetic wave made up of an oscillating electronic field E and an oscillating magnetic field B, which
are perpendicular to each other and to the direction of propagation. The quantized electromagnetic field is described as
harmonic oscillator Ĥ =


kσ }ωk


n̂σk +

1
2


where σ represents the polarization direction, k is the corresponding wave

vector, which is perpendicular to the unit polarization vector η̂
σ
k , ωk corresponds to the frequency of wave, and nσk is the

photon number. The vector potential A is given by:

Â (r) =

kσ

Âσk (r) =

kσ


hc2

ωkV


eik·râσk + e−ik·râσĎk


η̂
σ
k (20)

where aσk and aσĎk denote annihilation and creation bosonic operators; c is the speed of light.
The interacting Hamiltonian between a molecule and the radiation field A related to the single photon absorption and

emission process is expressed as,

Ĥ ′ = −

kσ


h
ωV


j


qj
mj


âσk + âσĎk

 
η̂
σ
k · pj


. (21)

Now, H ′ as the time-dependent perturbation becomes the physical origin for transition between the different molecular
Eigenstates, responsible for both optical absorption and stimulated emission. In case of absorbing one photon, the initial
and final states are given by

ΨM
i ; n

σ
k , n

σα
kσ , . . .


,
ΨM

f ; n
σ
k − 1, nσαkσ , . . .


, respectively. Then the transition matrix element

reads,

Mσ
k =


ΨM

f ; n
σ
k − 1

H ′ΨM
i ; n

σ
k

= −i


2πnσ}ω

V


η̂
σ
k · µfi


. (22)

Here

µfi =

ΨM

f

µ̂ΨM
i


(23)

ω =

Ee
f − Ee

i


/}. (24)

While emitting one photon, the initial and final states becomes
ΨM

i ; n
σ
k , n

σα
kσ , . . .


,
ΨM

f ; n
σ
k + 1, nσαkσ , . . .


, respectively, and

the transition matrix element is written as

Mσ
k = −i


2π (nσ + 1) }ω

V


η̂
σ
k · µfi


. (25)

The transition rate is proportional to

Mσ
k

2 =


2π}ω
V

η̂σk · µfi

2 nσ , Absorption

2π}ω
V

η̂σk · µfi

2 (nσ + 1) , Emission.
(26)

The number of photons n is related to the amplitude of the electromagnetic field, while (n + 1) is originated from the
zero point vibration of the electromagnetic field, which causes the occurrence of spontaneous emission process. Thus for
emission, there are contributions from both optical stimulation and spontaneous processes.

4.2. Molecular states and normal mode coordinates

We use a two-level model to describe the electronic states of molecule, namely, the ground state and the excited state,
each associatedwith vibrational states. Under the harmonic approximation, themolecular vibrational state is composed ofN
(3n−6 for nonlinear n atomsmolecule or 3n−5 for linear one) independent harmonic oscillator

Θiνi


= |χiνi1χiνi2 · · ·χiνiN ⟩

and
Θf νf


=
χf νf 1χf νf 2 · · ·χf νfN


, where νi and νf are vibrational quantum numbers and

χiνik


and

χf νfk


are Eigenstates of
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the one-dimensional harmonic oscillator Hamiltonian:

Ĥil =
1
2


P̂2
il + ω

2
ilQ̂

2
il


, (27)

Ĥfk =
1
2


P̂2
fk + ω

2
fkQ̂

2
fk


. (28)

P̂ and Q̂ are the mass-weighted nuclear normal momentum operator and normal coordinate operator, respectively. The
normal mode coordinates Qik and Qfl can be represented by mass-weighted Cartesian coordinates,

Qik =

n
σ=1


j=x,y,z

Liσ j,k

qiσ j − q0iσ j


(29)

Qfl =

n
σ=1


j=x,y,z

Lf σ j,l

qf σ j − q0f σ j


. (30)

Here qσ j is the mass-reduced Cartesian coordinate of nucleus σ . The superscript 0 in q0iσ j and q0f σ j denotes the equilibrium
position of molecular structure in the initial or final electronic state.

Suppose the electronic transition and the subsequent vibrational relaxations do not involve any additional molecular
translation or rotation. We put the ground state and excited state molecular geometries in one frame of reference according
to the following first (translational) and second (rotational) Eckart conditions,

n
σ=1

Mσ r0iσ =
n

σ=1

Mσ r0f σ = 0 (31)

n
σ=1

Mσ r0iσ × r0f σ = 0. (32)

HereMσ is the mass of the σ th atom. r0iσ and r0f σ are the equilibrium positions of the σ -th atom in the initial and final states,
respectively. First, the molecule is translated and rotated to the inertial frame of reference (the equilibrium positions are
now labeled as r′0iσ and r′0f σ ) in which the first Eckart condition is automatically satisfied. Second, we set r0f σ = r′0f σ , and rotate
the initial state geometry, r0iσ = Tr′0iσ , to meet the second Eckart condition. The pseudo-rotation matrix T can be calculated
according to Ref. [123]. After rearrangement of the twomolecular equilibrium structures, the normal coordinates of the two
electronic states Qik and Qfl are related by a Duschinsky rotation matrix Si←f [124] and a coordinate displacement vector
Di←f .

Qik =

N
l

Si←f ,klQfl + Di←f ,k (33)

where

Si←f = LTi Lf (34)

and

Di←f = LTi

q0
f − q0

i


. (35)

Here Si←f is a unitary matrix, the Duschinsky rotationmatrix, whose elements represent the mixing of normal modes in the
initial and final electronic states.Di←f is a displacement vector connecting theminima of the parabolas of the two electronic
states. The distortions of the final state PES correspond to the changes of the normal mode frequencies with respect to the
initial electronic state within the harmonic oscillator model.

When S is an identity matrix, Eq. (33) can be simplified as

Qfk = Qil + Dk. (36)

This is the common displaced harmonic oscillator model. In this case, the normal mode frequencies and Eigenvectors are
the same for both electronic states except that the equilibrium positions are shifted relative to each other.

4.3. Optical absorption and emission: correlation function formalism

Under the framework of Fermi Golden Rule and Born–Oppenheimer approximation, the absorption cross section, which
is defined as the absorption power for unit light intensity, can be expressed as

σabs(ω, T ) =
4π2ω

3}c


vi,vf

Pivi (T )
Θf ,vf |µfi|Θi,vi

2 δ ω − ωf vf ,ivi


(37)
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and the emission spectrum, which is defined as the differential spontaneous photon emission rate, can be written as

σemi(ω, T ) =
4ω3

3}c3

vi,vf

Pivi (T )
Θf ,vf |µfi|Θi,vi

2 δ ωivi ,fvf − ω

. (38)

Here Pivi (T ) is the Boltzmann distribution of the vibration manifolds in the initial electronic state. µe
fi =


Φf
 µ̂ |Φi⟩ is the

electric transition dipole moment between the two electronic states
Φf


and |Φi⟩, which is dependent on the molecular

vibrational normal coordinate Q,

µe
fi(Q) = µ0 +


k

µkQk +

k,l

µklQkQl + O(Q 3). (39)

For the strongly dipole-allowed transition, the zero-order term µ0 is the dominant term. While for the weakly dipole-
allowed or dipole-forbidden transitions, the first term is at least to be taken into account, namely, the Herzberg–Teller
(HT) effect.

Then, the absorption cross section formula turns into three parts:

σabs(ω, T ) = σ FC
abs(ω, T )+ σ

FC/HT
abs (ω, T )+ σHT

abs(ω, T ),

where

σ FC
abs(ω, T ) =

4π2ω

3}c

µ0

2
vi,vf

Pivi (T ) δ

ω − ωf vf ,ivi

 Θf ,vf | Θi,vi

2 (40)

σ
FC/HT
abs (ω, T ) =

4π2ω

3}c


vi,vf

Pivi (T ) δ

ω − ωf vf ,ivi


k

µ0 · µk

Θf ,vf | Θi,vi

 
Θi,vi |Qk|Θf ,vf


(41)

σHT
abs(ω, T ) =

4π2ω

3}c


vi,vf

Pivi (T ) δ

ω − ωf vf ,ivi


k,l

µk · µl

Θf ,vf |Qk|Θi,vi

 
Θi,vi |Ql|Θf ,vf


. (42)

Fourier transformation for the delta function is,

δ

ω − ωf vf ,ivi


=

1
2π}


∞

−∞

dtei

ω−ωf vf ,ivi


t
. (43)

Eqs. (40)–(42) can be recast as the following correlation function formalism:

σ FC
abs(ω, T ) =

2πω
3 }2 c

µ0

2  ∞
−∞

dtei(ω−ωfi)t

Z−1i ρFC

abs,0(t, T )


(44)

σ
FC/HT
abs (ω, T ) =

2πω
3 }2 c


∞

−∞

dtei(ω−ωfi)t


Z−1i


k

µ0 · µkρ
FC/HT
abs,k (t, T )


(45)

σHT
abs(ω, T ) =

2πω
3 }2 c


∞

−∞

dtei(ω−ωfi)t


Z−1i


k,l

µk · µlρ
HT
abs,kl(t, T )


(46)

where Zi is the partition function, τi = −iβ − t/}, τf = t/}, and β = (kBT )−1, kB is the Boltzmann constant. Ĥi and Ĥf
represent the multidimensional harmonic oscillator Hamiltonian for the initial and final electronic states, respectively, and
the three correlation functions are:

ρFC
abs,0 (t, T ) = Tr


e−iτf Ĥf e−iτiĤi


, (47)

ρ
FC/HT
abs,k (t, T ) = Tr


Qfke−iτf Ĥf e−iτiĤi


, (48)

and

ρHT
abs,kl (t, T ) = Tr


Qfke−iτf Ĥf Qfle−iτiĤi


. (49)

These can be solved analytically by virtue ofmultidimensional Gaussian integrations in the path integral framework [37–39],

⟨x| e−iτH |⟩ =


a(τ )
2π i}

exp

i
}


1
2
b(τ )(x2 + y2)− a(τ )xy


(50)
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to obtain the following solutions:

ρFC
abs,0 (t, T ) =


det


af ai


det [K]

exp

−

i
}


1
2
F TKF − DTED


, (51)

ρ
FC/HT
abs,k (t, T ) = −ρ

FC
abs,0 (t, T )


HFC/HT

k K−1F

, (52)

ρHT
abs,kl (t, T ) = ρ

FC
abs,0 (t, T )


i}Tr


GHT
lk K−1


+

K−1F

T GHT
lk


K−1F


, (53)

Here

K =


B −A
−A B


2N×2N

F =

DTES DTES

T
1×2N

HFC/HT
k = [01 · · · 1k · · · 02N ]T1×2N

GHT
kl =


011 012 · · · 01N+l · · ·

021 022 · · · 02N+l · · ·

· · · · · · · · · · · · · · ·

0k1 0k2 · · · 1kN+l · · ·

· · · · · · · · · · · · · · ·


2N×2N

A ≡ af + STaiS,
B ≡ bf + STbiS,
E ≡ bi − ai.

ai/f and bi/f are diagonal with elements
ai/f ,k(τi/f ) = ωi/f ,k/ sin


}ωi/f ,kτi/f


, and bi/f ,k(τi/f ) = ωi/f ,k/ tan


}ωi/f ,kτi/f


respectively.

Defining

µ̃2
abs (t, T ) = |µ⃗0|

2
−


k

µ⃗0 · µ⃗k


HFC/HT

k

T
K−1F


+


kl

µ⃗k · µ⃗l


i} Tr


GHT
kl K
−1
+

K−1F

T GHT
kl


K−1F


. (54)

The total absorption spectrum calculation formalism becomes

σabs(ω) =
2πω
3 }2 c


∞

−∞

dtei(ω−ωfi)tZ−1i µ̃abs
2(t, T )ρFC

abs,0(t, T ). (55)

Similarly, the same formalism for the spontaneous emission spectrum is obtained,

σem(ω) =
2ω3

3π}c3


∞

−∞

dte-i(ω−ωif)tZ−1i µ̃em
2(t, T )ρFC

em,0(t, T ). (56)

4.4. Phosphorescence spectrum

Phosphorescence is originated from the spin–orbit coupling, which can be described by the Breit–Pauli operator:

Ĥso
=

e2}
2m2c2


i


σ

Zσ si ·

riσ
r3iσ
× pi


−


i≠j


rij
r3ij
× pi


· (si + 2sj)


, (57)

where Zσ is the nuclear charges; riσ and rij are the distances between electron i and nucleus σ and electrons i and j
respectively; si and sjare the spin operator for electrons i and j respectively; and pi is the momentum operator for electron i.

This coupling term breaks the spin symmetry. In principle, spin is no longer a good quantum number, and is not
appropriate to classify the Eigenstates of the Hamiltonian. However, since such coupling is usually weak, we can apply
the perturbation theory. The ‘‘true’’ state can still be roughly categorized according to the principal component. Namely, a
‘‘singlet (triplet)’’ state

S ′ T ′ is expressed as the pure singlet (triplet) state |S⟩ (|T ⟩) plus some minor portion of pure
singlet (triplet) states:

S ′ = |S⟩ +
n

3
κ ′=1


3nκ ′

ĤSO
 S

1E0
S −

3E0
n

3nκ ′  , (58)

T ′k = |Tk⟩ +
k


1k
ĤSO

 Tκ 
3E0

T − E0
κ

1κ  . (59)
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Then the transition dipole moment becomes

µSTκ =

{singlets}
k


S |µ| 1k

 
1k
ĤSO

 Tκ 
3E0

T −
1E0

k
+

{triplets}
n

3
κ ′=1


S
ĤSO

 3nκ ′  3nκ ′ |µ| Tκ 
1E0

S −
3E0

n
, (60)

where κ is the magnetic quantum number, n and k are the intermediate triplet and singlet electronic states, respectively.
Applying the Franck–Condon approximation, the phosphorescence spectrum can be represented as

σph(ω, T ) =
4ω3

3}c3

vi,vf

Pivi (T )
Θf ,vf

µST

Θi,vi

2 δ ωivi ,fvf − ω

. (61)

4.5. Non-radiative decay rate: combined non-adiabatic and spin–orbit couplings

The molecular excited state can decay radiatively, as described in the previous two sections, but can also decay
non-radiatively. Based on the time-dependent second-order perturbation theory and the Born–Oppenheimer adiabatic
approximation, the thermal average rate constant from the initial electronic state i with the vibrational quantum numbers
vi to the final electronic state f with the vibrational quantum numbers vf reads [125]:

kf←i =
2π
}


vi,vf

Pivi

H ′f vf ,ivi +n,vn
H ′f vf ,nvnH

′

nvn,ivi

Eivi − Envn


2

δ

Eivi − Ef vf


, (62)

H ′ denotes the interaction between two different Born–Oppenheimer states, consisting of two contributions:

Ĥ ′Ψivi = ĤBOΦi (r;Q)Θivi (Q)+ ĤSOΦi (r;Q)Θivi (Q) (63)

where ĤBO is the non-adiabatic coupling and ĤSO is in Eq. (58), and r and Q are the electronic and normal mode coordinates,
respectively. By neglecting the small term ∂2Φi/∂Q 2

fl , the first term can be expressed as:
ΦfΘf vf

ĤBO
ΦiΘivi


= − }2


k


ΦfΘf vf |

∂Φi

∂Qfk

∂Θivi

∂Qfk


=


k


ΦfΘf vf

P̂fkΦi

 
P̂fkΘivi


(64)

k is the index of normal mode; P̂fk is the normal momentum of the kth normal mode in the final electronic state.
We first consider transition between the same spin manifold, internal conversion (IC) from S1 to S0 for example. We can

ignore the spin–orbit coupling term. According to the Fermi Golden rule, the IC rate can be represented as

kIC =
2π
}


vi,vf

Pivi(T )


k


Φf

P̂kΦi

 
Θf vf

P̂kΘivi


2

δ

Eivi − Ef vf


. (65)

Applying Fourier transform and Condon approximation, the Eq. (65) is recast as [126]:

kIC =
1
}2


∞

−∞

dteiωift

k,l

Z−1i RklρIC,kl(t, T ) (66)

where

Rkl =


Φf

P̂fkΦi

 
Φi

P̂flΦf


(67)

is the non-adiabatic electronic coupling term (the prefactor term). And ρIC,kl (t, T ) is the thermal vibrational correlation
function, first obtained by Peng et al. [52]:

ρIC,kl (t, T ) = Tr

P̂fke−iτf Ĥf P̂fle−iτiĤi


. (68)

We first trace over the initial (excited) state nuclear coordinates:

ρIC,kl (t, T ) =

∞

−∞

dx′

x′
 P̂fke−iτf Ĥf P̂fle−iτiĤi

x′ (69)

where the vector x′ represents the excited-electronic (initial) state normal mode coordinates Qej . Inserting three complete
sets of ground (final) states y, z andw, and one complete set of the initial state y′:

ρIC,kl (t, T ) =

∞

−∞

dxdydzdwdx′dy′

x′ | x


⟨x| P̂fk |y⟩ ⟨y| e−iτf Ĥf |z⟩ ⟨z| P̂fl |w⟩ ⟨w| y′

 
y′
 e−iτiĤi

x′ . (70)
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The transformation between two spaces is the Duschinsky rotation:
x′ | x


= δ[x′ − (Sx+ D)]. (71)

And the normal momentum matrix element is:

⟨xk| P̂fk |yk⟩ = −ih
∂

∂xk
δ(xk − yk). (72)

Along with Eq. (50), we can get the following analytical solution:

ρIC,kl (t, T ) =


det


af ai


det [K]

exp

−

i
}


1
2
F TK−1F − DTED


×


i}Tr


GIC
lkK
−1
+

K−1F

T GIC
lk


K−1F


− H IC

klK
−1F


. (73)

The definitions of matrices G, K, and vectors F ,H , have been given in previous sections and in Ref. [126].
Now, we look at the non-radiative decay between difference spin states, from T1 to S0 for example. Expanding Eq. (62),

we obtain

kf←i = k(0)f←i + k(1)f←i + k(2)f←i (74)

where

k(0)f←i =
2π
}


vi,vf

Pivi
H ′f vf ,ivi 2 δ Eivi − Ef vf


, (75)

k(1)f←i =
2π
}


vi,vf

Pivi · 2Re


H ′f vf ,ivi


n,vn

H ′ivi,nvnH
′

nvn,f vf

Eivi − Envn


δ

Eivi − Ef vf


, (76)

k(2)f←i =
2π
}


vi,vf

Pivi

n,vn
H ′f vf ,nvnH

′

nvn,ivi

Eivi − Envn


2

δ

Eivi − Ef vf


. (77)

For the zeroth order, k(0)f←i, Ĥ
BO term in Eq. (63) does not make any contribution because of the spin symmetry. So we have

k(0)f←i =
2π
}


vi,vf

Pivi
ΦfΘf vf

ĤSO
ΦiΘivi

2 δ Eivi − Ef vf

. (78)

Applying the Condon approximation, Eq. (78) can be deduced to

k(0)f←i =
2π
}

Risc
fi Z
−1
i


vi,vf

e−βEivi
Θf vf | Θivi

2 δ Eivi − Ef vf


(79)

where

Risc
fi ≡

HSO
fi

2 ≡ Φf

ĤSO
Φi

2 . (80)

For the second term k(1)f←i, we must simultaneously consider the contributions from both terms ĤBO, ĤSO and their cross
product term. Using Condon approximation, neglecting the second order of HSO

in HSO
nf term, we obtain

H ′f vf ,ivi = HSO
fi


Θf vf | Θivi


, (81)


n,vn

H ′ivi,nvnH
′

nvn,f vf

Eivi − Envn
=


n,vn,k


Θivi

ĤSO
in

Θnvn

 
Θnvn

Φn | P̂fkΦf


P̂fk
Θf vf


Eivi − Enµ

+


n,vn,k


Θivi

Φi | P̂fkΦn


P̂fk
Θnvn

 
Θnvn

ĤSO
nf

Θf vf


Eivi − Envn

. (82)

Further applying Placzek approximation, Eivi − Envn ≈ Ei − En, Eq. (82) can be recast into


n,vn

H ′ivi,nvnH
′

nvn,f vf

Eivi − Envn
=


k

Tif,k

Θivi

P̂fkΘf vf


, (83)
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where

Tif,k ≡

n

HSO
in


Φn

P̂fkΦf


Ei − En

+


Φi

P̂fkΦn


Ei − En

HSO
nf

 . (84)

Merging Eqs. (81) and (83), we have

k(1)f←i = Re


k

2π
}

2Risc
fi,kZ
−1
i


vi,vf

e−βEivi P (1)f vf ,ivi,k
δ

Eivi − Ef vf


. (85)

Here

Risc
fi,k ≡ HSO

fi Tif,k,

and

P (1)f vf ,ivi,k
≡


Θivi

P̂fkΘf vf

 
Θf vf | Θivi


.

Similarly, the third term can be recast as the following

k(2)f←i =

k,l

2π
}

Risc
fi,klZ

−1
i


vi,vf

e−βEivi P (2)f vf ,ivi,kl
δ

Eivi − Ef vf


. (86)

Here

Risc
fi,kl ≡ Tif,kTfi,l,

and

P (2)f vf ,ivi,kl
=


Θivi

P̂fkΘf vf

 
Θf vf

P̂flΘivi


.

Following the same procedure outlined previously, we can write down the vibration correlation functions:

k(0)f←i =
1
}
Risc
fi


∞

−∞

dτeiEifτZ−1i


vi,vf


Θivi

e−iτEf vf Θf vf

 
Θf vf

e−i(−τ−iβ)Eiv Θivi


≡

1
}2

Risc
fi


∞

−∞

dteiωiftZ−1i ρ
(0)
fi (t, T ) , (87)

k(1)f←i = Re

 1
}2


∞

−∞

dteiωiftZ−1i


vi,vf ,k

2Risc
fi,k


Θivi

P̂fke−iτEfu Θf vf

 
Θf vf

e−i(−τ−iβ)Eivi Θivi


≡ Re


1
}2


∞

−∞

dteiωiftZ−1i


k

2Risc
fi,kρ

(1)
fi,k (t, T )


(88)

k(2)f←i =
1
}2


∞

−∞

dteiωiftZ−1i


vi,vf ,k,l

Risc
fi,kl


Θivi

P̂fke−iτEf vf Θf vf

 
Θf vf

P̂fle−i(−τ−iβ)Eivi Θivi


≡

1
}2


∞

−∞

dteiωiftZ−1i


k,l

Risc
fi,klρ

(2)
fi,kl (t, T ) . (89)

It is noted immediately that ρ(0) is simply the Franck–Condon factor Eq. (51) and ρ(2) is Eq. (73). ρ(1) can be solved similarly:

ρ
(1)
fi,k (t, T ) ≡ Tr


P̂fke−iτf Ĥf e−iτiĤi


=


dx

x
P̂fke−iτf Ĥf e−iτiĤi

 x
=


dxdydzdm′dn′


x
P̂fk y y e−iτf Ĥf

 z z | m′ m′ e−iτiĤi
 n′ n′ | x

=


dxdydzdm′dn′ − i}δ′ (xk − yk)


j(≠k)

δ

xj − yj




det[af ]
(2π i})N

exp

i
}


1
2


yTbf y+ zTbf z


− yTaf z
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δ

z −m′


det[ai]
(2π i})N

exp

i
}


1
2


m′Tbim′ + n′Tbin


−m′Tain′


δ

n′ − x


= −HT

kK
−1F


det


af ai


det [K]

exp

i
}


−

1
2
F TK−1F + DTED


. (90)

The prefactor for the non-adiabatic electronic coupling can be written under the first-order perturbation theory as [125]:
Φf |

∂Φi

∂Qfk


≈


Φ0

f

 ∂V∂Qfk

Φ0
i


E

Φ0

i


− E


Φ0

f

 . (91)

Using the following relations,

Lf σ j,k =
∂qσ j
∂Qfk

, (92)

qσ j =

MσRσ j, (93)

Rσ j is the Cartesian coordinate of the σ th atom along the jth direction. The coupling term is recast as
Φ0

f

 ∂V∂Qfk

Φ0
i


= −


σ

Zσ e2
√
Mσ


j=x,y,z

Ef←i,σ jLσ j. (94)

The transition electric field Ef←i,σ τ =

drρfi(r)

e(rj−Rσ j)
|r−Rσ |

3 was computed at the TDDFT level using Gaussian 09 program.
Alternatively, Eq. (91) can be written as,

Φ0
f

 ∂V∂Qfk

Φ0
i


E

Φ0

i


− E


Φ0

f

 = {nuclei}
σ

x,y,z
j

M
−

1
2

σ τf←i,σ jLf σ j,k. (95)

Here τf←i,σ j ≡


Φ0

f

 ∂V∂Rσ j Φ0
i


/

E

Φ0

i


− E


Φ0

f


can be calculated at CASSCF level in MOLPRO program [127] for small

molecule with high precision and Turbomole [128] under TDDFT framework.

4.6. Computational study of photophysics for polyatomic molecules and aggregation induced emission phenomena

4.6.1. Combined computational methodologies
With all the formalisms at hand, now we are ready to investigate the photophysics for molecules and aggregates

with inputs from quantum chemistry calculations. The electronic structure information, including geometry optimization,
vibrational modes for the electronic ground and excited states were carried out using the common quantum chemical
software, such as Gaussian 09 [129], Turbomole or QCHEM [130] programs. For the relatively large molecules, the ground-
state electronic structures were obtained at the level of density functional theory (DFT); the excited-state was calculated
at the level of time-dependent DFT (TDDFT). The hybrid functional B3LYP, PBE0 and the range-separated hybrid functional
CAM-B3LYP (depending on the actual molecules) were usually adopted with the basis set 6-31G* or PVTZ except Lan2DZ
or SDD for the transition metals. During the geometry optimizations, the energy convergence thresholds for the electronic
ground and excited states were usually set to be 10−7 and 10−8 atomic unit, respectively.

For themolecular aggregates, we combine quantummechanics withmolecular mechanics (QM/MM). Here as a first step,
we ignore both the intermolecular charge transfer and excitonic effects. The intermolecular interaction is taken only at the
electrostatic potential level. In QM/MMcalculation, thewhole system is separated into two parts, a QM regionwith chemical
interests (with excited states) and anMM region as the surrounding environments. In our computational model, one central
molecule was chosen for QM calculation and the surrounding two layers molecules as cut from crystal structures were dealt
with MM method.

The QM/MM calculations were carried out using the ChemShell 3.4 interface package [131]. The geometry optimization
is carried out by using the hybrid delocalized internal coordinate (HDLC) optimizer [132], with QMmolecule active andMM
molecules frozen. Turbomole 6.3 and DL-POLY program package [133] were used to calculate the energies and gradients of
the QM and MM molecules, respectively. All the electronic structure QM calculations were done using the same methods
mentioned above for the isolated molecules. The MM part is treated with the General Amber Force Field (GAFF) [134], and
the QM/MM interactions were treated using the electrostatic embedding scheme [135].
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Fig. 7. Molecular structures of the chromophores.

4.6.2. Optical emission and absorption spectra
Emission (fluorescence or phosphorescence) spectrum is essential for the color of OLED display device, in addition to

providing information on dynamics of ultrafast phenomena and/or the structure parameters. We firstly compared the
calculated optical spectra with the experiments for a variety of systems (Fig. 7) to validate our formulae introduced
previously.

Anthracene, tetracene, and pentacene are chosen as benchmark systems because their photophysical properties have
been well-established and they are typical organic semiconductors [136–141]. Fig. 8 compares the calculated absorption
and fluorescence spectra including HT term and the available experiments at different temperatures, as well as the previous
calculations in anthracene, tetracene and pentacene. Here, the theoretical and experimental spectra are all normalized and
the 0–0 transition energies }ω00 are set as the origin. It is seen that the FC term dominates the entire line shapes for both
absorption and emission spectra. The absorption and emission spectra in anthracene and tetracene are well reproduced
by our calculations without invoking any broadening factor. Especially the hot bands observed in the measurements are
reproduced here, which have been absent in the simple sum-over-states formalism derived at T = 0 K [139]. For pentacene,
in order to eliminate the oscillation feature of the correlation function at low temperature, a Lorentzian broadening of
30 cm−1 is introduced in the time integration Eqs. (55) and (56). Fig. 8(e) depicts a peak 1556 cm−1 stemming from the
HT term, which was missing in previous calculation [139]. The experimental spectra including features with small intensity
are nicely reproduced by our formalism.

The electronic structure and spectra of free-base porphyrin (H2P) has been extensively investigated due to its importance
in biological sciences [142–145]. The dark Q band was discovered in the visible region, with weakly dipole-allowed
transition between the ground and the first excited state. It is expected that the Herzberg–Teller effect is essential since
the Franck–Condon term is small. We depict both the FC and FCHT spectra in Fig. 9 at 300 K. It is seen that the FC spectra
are very narrow with vanishingly small intensity around the 0–0 transition; while the FCHT spectra are both broad and
intensive, at a position far away from the 0–0 transition, in good agreement with the previous results [142].

Organo-metallic molecules can emit light from both singlet and triplet excited states thus with 100% internal quantum
luminescence efficiency [26,27]. So far, the organo-transition metal complexes have been the focus in many industrial and
academic researches. In particular, cyclometalated iridium complexes with emission colors that vary from blue to red have
received great attentions [146,147]. fac-Ir(flz)3 (flz=1-[(9,9-dimethyl-2-fluorenyl)]pyrazoyl) is one of the most commonly
investigated phosphorescence molecules [148,149]. We employed Eqs. (60) and (61) to calculate its phosphorescence
spectrum at 77 K at the level of CAM-B3LYP/6-31G**which is plotted in Fig. 10. The experimental data is also shown there for
comparison with a 0.029 eV red-shift in order to match the 0–0 transition. Not only the main peak but also the well-defined
vibronic fine structures reproduce well the experimental spectrum.

4.6.3. Theoretical design of photovoltaic polymers based on thienylene vinylene
In a bulk heterojunction polymer solar cell, light is harvested by semiconducting polymer as donor and a subsequent

charge transfer occurs at the polymer interface with acceptor (typically fullerene derivatives). In one hand, polymer should
possess small band gap to harvest as much as possible solar emission. In another hand, polymer should be slightly emissive
to help excitonmigration: since exciton diffusion is proportional to the overlap between emission and absorption. Poly(2,5-
thienylene vinylene) (PTV) derivatives have been considered as the promising candidates as donor materials due to the low
band gap 1.55∼1.8 eV [151–154]. However, the pristine PTV does not show any appreciable photovoltaic property. This is
due to the fact that lowest excited state in PTV is of 2Ag symmetry which does not allow any appreciable optical emission
thus prohibiting energy transfer and the subsequent charge separation. Following the strategy outlined in Section 2.4, we
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a b

c d

e f

Fig. 8. Comparison of our results (solid) with the experimental ones (dashed) and with previous theoretical results (dotted): (a) absorption spectrum at
423 K for anthracene; (b) emission spectrum at 433 K for anthracene; (c) and (d) are the absorption and emission spectra at 300 K for tetracene respectively;
(e) and (f) are the absorption and emission spectra at 5 K for pentacene respectively.
Source: Reprinted figure with permission from Ref. [39].
© 2010, American Chemical Society

investigate the chemical substitution effects on both the lowest-lying excited state ordering. It is found that for R = COOH,
NO2 and CHO (chemical structures see Fig. 11), the lowest excited state becomes 1Bu, while for R = CH3 or OH, there is no
excited state alteration [150]. Then we calculate the absorption and emission spectra for the experimentally available PTV-
COOHat 300K, shown in Fig. 12, in comparisonwith the experiment. Oligo(thienylene vinylene) (OTV) including six unit cells
were chosen as the computationalmodel in the spectrum calculation. It is clearly seen that the line shapes and stokes shift in
theoretical spectra are in excellent agreementwith the experimental results, which again validates our vibration correlation
formalism. To demonstrate the advantage of such formalism,we compare the computerwall time for the emission spectrum
as a function of the number of normal modes for the series of nTV-COOH (n = 2–6), and plotted them in Fig. 13. As the
number of normalmodesN increases, the computation time grows asN3, namely,matrixmanipulation. In our formalism, all
the vibrational quantum numbers (from 0 to∞) for all the modes are automatically included. In contrast, for the traditional
sum-over-states approach, one needs a cutoff for vibrational quanta. For example, considering the simplest 0 K case, the
computational timescale is (a + 1)N , where a is a cutoff of vibrational quanta. The inset of Fig. 13 shows the computing
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a b

c d

Fig. 9. Theoretical emission (left) and absorption (right) spectra of H2P at 300 K: (a) and (b) with both FC and HT contributions; (c) and (d) with FC
contribution only.
Source: Reprinted figure with permission from Ref. [39].
© 2010, American Chemical Society
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Fig. 10. Comparison of the calculated phosphorescent spectra with the experiment for fac-Ir(flz)3 at 77 K.

times versus the number of selected ‘‘important’’ modes (with substantial Huang–Rhys factor) for 6TV-COOH consisting
of 240 normal modes, where a is set to 2, i.e. v = 0, 1. The curve grows exponentially with increasing N . For example of
6TV-COOH, out of 240 normal modes, one chooses only 24 ‘‘important’’ modes and the calculation costs almost 1000 min.

Experimentally, the COOH substituted PTV indeed demonstrated photovoltaic effect (about 2% power conversion
efficiency) [154]. In Fig. 14, we compare the absorption and emission spectra for the three substituted PTV derivatives.
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Fig. 11. Oligomer structures of pristine and substituted polythienylene vinylene.
Source: Reprinted figure with permission from Ref. [150].

© 2012, Royal Society of Chemistry

Fig. 12. Comparison of optical absorption and emission spectra between theory (T = 300 K) and experiment (in dilute CHCl3 solution) for PTV-COOH.
Source: Reprinted figure with permission from Ref. [150].
© 2012, Royal Society of Chemistry
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Fig. 13. Computing time of emission rate versus the number of normal modes (N) for nTV-COOH (n = 2 ∼ 6) by our method. The traditional method
keeping only 2 quanta is shown in the inset.
Source: Reprinted figure with permission from Ref. [150].
© 2012, Royal Society of Chemistry

It is found that CHO substitution possesses the maximum spectral overlap, favoring energy transfer. In addition, CHO-PTV
also has the longest excited state life time, thus long exciton diffusion length.

4.6.4. From excited-state decay to aggregation induced emission
In this part of the Report, we focus on the excited state decay rates, radiative and non-radiative. The radiative decay

rate is simply the full integration of emission spectrum, kr =

dωσemi(ω). The non-radiative decay has been discussed in
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Fig. 14. Theoretical optical spectra for PTV derivatives.
Source: Reprinted figure with permission from Ref. [150].

© 2012, Royal Society of Chemistry

Section 4.5. In particular, our primary interest is on the exotic aggregation induced emission (AIE) phenomena. It has been
long established that molecular aggregate tends to suppress luminescence, because of (i) intermolecular charge transfer
which lowers the chance of charge recombination; (ii) intermolecular energy transfer which often traps the exciton in a
quenching site or in site with reduced efficiency; (iii) Davidov splitting which makes the lower energy state component
with reduced oscillator strength. This is called Aggregation Caused Quenching (ACQ) phenomena, bad for OLEDs: the device
works in solid state. Tang and co-workers discovered the AIE phenomena [155]. It has continuously been the focus of
intensive research [156–158]. The design and synthesis of new AIE luminogens have led to a variety of novel AIE molecules
including Group 14 metalloles (siloles, germoles, and stannoles), tetraphenylethenes, dibenzofulvene, diaminobenzene-
cored derivatives, triarylamine, distyrylanthracene, polymeric derivatives and many others [159]. The discovery of AIE-
active molecules opens a new way to improve the performance of the optoelectronic devices.

It is desirable to understand themechanism of such exotic photochemistry phenomenon. Several possible AIEmechanics
have been proposed, including the restriction of intramolecular rotations [160,161], J-aggregation formation [162,163],
excimer formation [164], intramolecular planarization [165], twisting intramolecular charge transfer [166], and hydrogen-
bonding [167].We tackle the AIE issue by quantitatively computing the radiative and non-radiative decay rates formolecule
and in aggregate, to look at the light emitting quantum efficiency: η = kr

kr+knr
. Namely, our interest is how aggregate

influences η. The molecules investigated are listed in Fig. 15.
Table 5 summarizes the calculated radiative decay and internal conversion rates and the corresponding fluorescence

quantum efficiencies for a series of conventional novel AIE-active and AIE-active fluorophors (specified in the Table). These
have been obtained in our previouswork [54,168–172]. It should be noted that the ISC rates were not included in computing
these molecular fluorescence quantum efficiency because of the extremely small spin–orbit coupling as well as a number
of experimental observations that: (i) for three diphenylbutadiene (DPB), the quantum yields of intersystem crossing are all
lower than 0.02; [173,174] (ii) the phosphorescence emission is very weak [175], even not detectable in perylene and there
is no observable transition from S1 to triplet state in terrylene [176]; (iii) the other AIE-active compounds all exhibit strongly
fluorescence at low temperature and do not show any phosphorescence [177–179], which all rationalize the neglect of the
ISC rates for these compounds.

From Table 5, we can conclude that (i) not only the calculated rates but also the quantum efficiencies are in nice
agreementswith the available experimental results, which further verify both our vibration correlation functionmethod and
DFT/TDDFT calculation for the lowest excited state are reliable, allowing quantitatively to predict the luminescent properties
of organic molecules; (ii) the radiative decay rates vary 2 orders of magnitude ranging from∼106 to∼108 s−1 for different
compounds; while the IC rates vary vastly from ∼103 to ∼1012 s−1; (iii) the single AIE-active molecules hardly exhibit
fluorescence at room temperature, due to the usually large internal conversion rates than the radiative decay rates. This is
closed correlated with the fact that the HR-factors are much larger than those of the fluorescence molecules, say perylene
and terrylene.

Internal conversion rate is very sensitive to the energy gap and the reorganization energy. Reorganization energy λk
from the kth normal mode is defined as the product of its energy }ωk and the corresponding Huang–Rhys factor HRk,
λk = }ωkHRk = ω2

k∆Q 2
k /2 which is a direct measurement for the extent of vibronic coupling between two electronic

states. We apply the short time approximation for strong coupling


k Sk ≫ 1,

e±iωkt = 1± iωkt −
ω2

k t
2

2
+ · · · . (96)
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Fig. 15. Molecular structures of the traditional and novel AIE-active fluorophors.

Assuming there is only one promoting mode contributing to the electronic coupling term, and ignoring the mode-mixing
effect, we may write down the rate as:

kIC,l =
1
}2

ωl

2}
|Rl|

2
 π

′
k
λkĒk

exp

−

Eif − }ωl −

′
k
λk

2

4
′
k
λkĒk

 . (97)

The following quadratic equation can be deduced

ln kIC,l = −


Eif −


}ωl +

′
k
λk

2
4
′
k
λkĒk

+ ln

 1
}2

ωl

2}
|Rl|

2
 π

′
k
λkĒk

 , (98)

where Ēk = (n̄k + 1/2)}ωk is the average vibration energy of the kth mode, and n̄k = (exp(}ωk/kT )− 1)−1 is the average
phonon number. The right hand side is a downside parabola with a maximum at Eif =


′

k λk+ }ωl. It is also seen that with
increasing reorganization energy, the parabola gets wider and wider.

We may plot the rate as a function of energy gap for the ACQ-active DCPP and AIE-active DCDPP at 300 K as an example,
in Fig. 16. It is seen that the curve for DCDPP is much wider than DCPP: the former possesses much larger reorganization
energy. Thus, even though their transition energies are close each other, the rate of DCDPP is about four orders of magnitude
larger than that of DCPP, which strongly deviate from the energy gap law.

It is quite impressive that the data reported in Table 5 are in general in agreement with the measurements, even though
the model adopted here was based on displaced and distorted harmonic oscillators. One can imagine that for the non-
adiabatic transition between the excited state and the ground state, the conversion of electronic energy into vibration
degrees of freedom should involve a large number of vibration quanta, leading to remarkable anharmonicity. Indeed, for
a diatomic molecule with only one degree of freedom (the bond stretching as the vibration mode), the dissipation of
electronic excited state energy into vibration leads to enormous anharmonic effect. For a polyatomic conjugated molecule,
first the electronic excitation energy is decreased due to the size effect, secondly, the number of normal modes increases,
to share the decreased electronic energy. The average quanta involved by one mode become much less than that of the
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Table 5
Summary of the largest Huang–Rhys factors (HR_Max), the electric transition dipole moments, the radiative decay rate, the non-radiative decay rate and
the corresponding fluorescence quantum efficiency, as well as the available experimental data in parenthesis.

HR_ Max µ/Debye kr /s−1 kIC/s−1 ΦF

tt-DPB 0.43 11.57 9.58× 108

(1.4∼9.0× 108)a
(5∼7× 108)b

1.19× 109

(0.6∼6.2× 109)a
(0.8∼1.8× 109)c

0.44
(0.42)b

ct-DPB 3.60 9.54 6.64× 108 2.84× 1012 2.34× 10−4
(<10−3)d

cc-DPB 5.08 9.98 7.74× 108 9.16× 1011 8.44× 10−4
(<10−3)d

Perylene 0.35 6.09 0.91× 108 0.72× 103 1.0
(∼1.0)e

Terrylene 0.35 9.89 1.20× 108 0.51× 105 1.0
(∼1.0)e

DCPP 0.88 1.03 1.59× 106 3.29× 105 0.83
(∼)

DCDPP
(AIE-active)

5.80 2.87 0.93× 107 4.45× 109 2.09× 10−3
(1.5× 10−4)f

CPEI
(AIE-active)

6.26 7.45 0.61× 108 3.28× 1011 1.86× 10−4
(<0.001)g

1, 2, 3,
4-TPBD
(AIE-active)

47.74 8.27 4.80× 108 1.09× 1010 0.042
(1.1× 10−3)h

DMTPS
(AIE-active)

31.84 5.60 1.20× 108 1.80× 1011 6.66× 10−4
(2.2× 10−4)i

APPEF
(AIE-active)

34.35 3.23 0.47× 106 1.27× 108 3.69× 10−3
(1.1× 10−3)j

a Ref. [180], measured in different solvents.
b Ref. [181] in 3-methylpentane.
c Ref. [180] in 3-methylpentane.
d Ref. [174].
e Ref. [182–184].
f Ref. [178] in tetrahydrofuran.
g Ref. [177].
h Ref. [185] in acetone.
i Ref. [186] in cyclohexane.
j Ref. [179] in acetonitrile.

Fig. 16. The internal conversion rate versus the energy gap forDCDPP andDCPP: a similar gap but huge different rate, highlighting the role of reorganization
energy.

diatomic molecule. It has been shown when elongating the oligomer length, the vibrational quanta of the promoting mode
corresponding to themaximum internal conversion rate decreases steadily [150], rationalizing the applicability of harmonic
model.

Now, we look at the aggregation effect by employing the QM/MM approach. Here AIE-active DCDPP is chosen as an
example to investigate the effect of molecular aggregation on the photophysical properties [54]. We cut a cluster of 18
molecules from the X-ray diffraction crystal structure [178] to set up our computational model (Fig. 17), which consists of
32 QM atoms and 544 MM atoms. Coupled with the DFT and TDDFT, using the vibrational correlation function method the
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Fig. 17. QM/MM computational model for DCDPP cluster with 18 molecules and the atom-labeling scheme is shown at the right.
Source: Reprinted figure with permission from Ref. [54].
© 2012, Wiley VCH

a b

Fig. 18. (a) Huang–Rhys factors and (b) fluorescence quantum efficiency in the whole range of temperature, for both isolated (black line) and aggregate
(red line) DCDPP molecules. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

radiative and non-radiative decay rates were calculated to be 7.55 × 106 s−1 and 1.78 × 107 s−1 at 300 K, respectively.
Compared with the rates of isolated DCDPP given in Table 5, the radiative rate hardly varies, from 9.32 × 106 s−1 to
7.55 × 106 s−1; while the non-radiative decay rate sharply decreases two orders of magnitude, from 4.45 × 109 to
1.78 × 107 s−1, which is strongly influenced by molecular aggregation. Consequently, in the gas phase or dilute solution,
the fluorescence quantum efficiency is as low as 0.002. While in aggregation state, the radiative can compete with the non-
radiative rate and themolecule exhibits strongly fluorescentwith quantumefficiency of 0.30, in agreementwith experiment.

From Fig. 18(a), we can see that upon aggregation, the couplings of low frequency modes with electron excitation are
suppressed. This is precisely the reason causing the aggregation effect on the fluorescence quantum efficiency, namely, the
dissipation channels through the phenyl twisting are suppressed, allowing more chances for the radiative decay in DCDPP.
For more details, we list the decay rates for both DCPP (Table 6) and DCDPP (Table 7) for a comparing isolated molecule and
molecule-in-cluster at different temperature. It is seen that the aggregation effect on DCPP is minor.

5. Conclusion and perspectives

Electroluminescent molecules and polymers continue to attract intensive attentions. We have emphasized three aspects
relating to the light-emitting phenomena in theoretical and computational study for OLEDs materials. First, the nature of
the lowest excited state, its symmetry and oscillator strength, dictates emissiveness. The electronic excited state remains
a major challenge in computational chemistry, especially when the multi-reference contribution is important, such as the
2Ag state. Multi-reference configuration interaction (MRCI) plus perturbation correction is so far themost reliable approach.
Unfortunately, it is quite a costly method, limiting to molecules with about 10 heavy atoms. Equation of motion at the
coupled-cluster level (EOM/CC) is another choice, though higher than double excitations are often required to guarantee the
accuracy, which suffers the same limitation for small molecule. Recent advances in DMRG have much improved both the
accuracy and efficiency [71]. Our proposed DMRG was based on semiempirical quantum chemistry model, which strongly
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Table 6
The calculated radiative decay rate (kr ) and non-radiative decay rate (knr ) and the
fluorescence quantum yield (ηf ) for the DCPP.

T [K] Molecule-in-cluster Isolated molecule
kr (s−1) knr (s−1) ηf kr (s−1) knr (s−1) ηf

300 1.64× 106 8.37× 105 0.66 1.59× 106 3.29× 105 0.83
250 1.71× 106 5.12× 105 0.77 1.60× 106 2.74× 105 0.85
200 1.78× 106 3.30× 105 0.84 1.61× 106 2.42× 105 0.87
150 1.85× 106 2.26× 105 0.89 1.61× 106 2.25× 105 0.88
100 1.90× 106 1.68× 105 0.92 1.62× 106 2.15× 105 0.88
77 1.93× 106 1.52× 105 0.93 1.62× 106 2.13× 105 0.88
50 1.94× 106 1.40× 105 0.93 1.62× 106 2.11× 105 0.88
20 1.95× 106 1.36× 105 0.93 1.62× 106 2.09× 105 0.89

Table 7
The calculated radiative decay rate (kr ) and non-radiative decay rate (knr ) and the fluorescence
quantum yield (ηf ) for the DCDPP.

T [K] Cluster Isolated molecule
kr (s−1) knr (s−1) ηf kr (s−1) knr (s−1) ηf

300 7.55× 106 1.78× 107 0.30 9.32× 106 4.45× 109 0.21× 10−2

250 7.95× 106 8.96× 106 0.47 9.83× 106 2.44× 109 0.40× 10−2

200 8.34× 106 4.50× 106 0.65 1.04× 107 1.21× 109 0.85× 10−2

150 8.70× 106 2.36× 106 0.78 1.09× 107 5.32× 108 0.02
100 9.03× 106 1.37× 106 0.87 1.14× 107 2.14× 108 0.05
77 9.15× 106 1.12× 106 0.89 1.16× 107 1.40× 108 0.08
50 9.26× 106 9.58× 105 0.91 1.18× 107 9.01× 107 0.12
20 9.30× 106 9.04× 105 0.91 1.20× 107 6.75× 107 0.15

relied on parameterization. TDDFT is working well when the lowest excited state is indeed an ionic excitation. In that case,
the challenge lies in the electron dynamics coupled with nuclear motion. The dynamics simulation for electron requires
a time step in the order of attosecond, while for nuclear at the femtosecond. The total simulation time is limited to tens
of picoseconds, far short for understanding light-emitting property, since the radiative decay time is typically longer than
nanosecond, or even longer for phosphorescence. Especially, the quantum nature of the nuclear motion often plays crucial
role in electron dynamics. The proposed rate formalism in this work captures the essential quantum feature of nuclear
vibration, but is limited to harmonic model, both anharmonic effects and dynamics are lacking. Nevertheless, such an
approach indeed gave satisfactory results for both the optical spectra and the radiative and non-radiative decay rates,
justifying the applicability for modeling OLEDs materials. As for the electroluminescent process, there has been a long-
standing controversy over whether there existed spin statistical limit of 25% for the singlet exciton formation portion. From
both the electronic coupling and the driving force consideration during the charge recombination process, we conclude that
such limit can be beaten up! In addition to the supports from photophysics data, recent advances in blue OLEDs materials
and devices demonstrated undoubtedly that the singlet portion can go up to 62.5% for pure electro-fluorescence [117].

We have identified three theoretical issues in OLEDs, the symmetry of the lowest excited state, the spin-dependent
exciton formation, and the competition of radiative and non-radiative decays. We make the following summarizations
to conclude this Report: (i) The symmetrized DMRG works well for the optical related properties, including targeting the
excited state with high precision and we have demonstrated a quantum confinement effect on the excited state 1B/2A
ordering and crossover; (ii) A direct extension of DMRG to long-range interaction taking polyenes as example, indicated
that the accuracy is still kept if the interaction is diagonal such as the density–density terms, allowing application to
semiempirical quantum chemistry; (iii) Exciton formation is viewed as an interchain charge recombination process, and
it is found that the polaron pair possesses negligible exchange energy, allowing singlet and triplet loosely bound pair to
interchange each other; (iv) The charge recombination to form singlet exciton is in general faster than the triplet because the
driving force (gap) is larger for triplet aswell as the electronic coupling is larger for singlet due to the interchain bond-charge
correlation effect; (v) A general rate formalism based on vibration correlation function is developed here combining both
non-adiabatic and spin–orbit couplings, which gave satisfactory results in comparison with experiments for light-emitting
molecules and polymers. Both the computational efficiency and accuracy for calculating the absorption and emission spectra
have been shown to be excellent; (vi) The exotic aggregation induced mission phenomena is explained based on non-
radiative decay blocking picture, namely, the molecular aggregate tends to hinder the vibration dissipation of the electronic
excitation energy, while leaving the radiative decay process relatively untouched.

Excited state structure and processes will be continuing to be challenging for both computational chemistry and
physics, not only for the reason of pressing application in optoelectronic devices or energy materials, but also for the
fundamental difficulty [187]. Both electron–electron correlation and electron–phonon couplings are required for even a
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basic understanding. Thesemany-body effects have been central issues for condensedmatter physics since decades and now
with the great advances of computational techniques, numerical approximate solutions becomemore andmore feasible for
electron correlation [188] and electron–phonon couplings [189].
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